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Foreword

Carol S. Dweck

What a thrill to see lay theories shedding light on everything from prejudice to
creativity, thinking, self-regulation, health, freewill, and religion. It is very rare to
say of an edited volume of scholarly chapters “I couldn’t put it down!” Yet that was
the case with this book. It is not just that I have worked in this field for many years,
but rather, with every chapter I felt I was gaining new insights into what, deep
down, people really believe and how these beliefs influence their lives.

Lay theories took a while to capture the imagination of a wide swath of
researchers. The cognitive revolution that began in the late 1960s shone a spotlight
on thought processes, but not on beliefs or lay theories. Even in social psychology,
where construals and interpretations became popular (as in attribution theory), little
attention was paid to the underlying beliefs or lay theories that fostered these
construals or interpretations in the first place. Researchers did not ask the deeper
“Why?” And the deeper why’s are these fundamental assumptions people make
about themselves and their worlds. You can call them lay theories, mindsets, world
assumptions, mental models, but they are all about people’s fundamental under-
standing about the nature and workings of the people, things, and phenomena in
their worlds.

In my own work, I came to lay theories by continually asking why. At first, I
found that children’s attributions predicted their responses to failure. But I won-
dered why children with relatively equal ability would have such different inter-
pretations of failure (with some blaming their ability and others focusing on their
effort or strategies). So my colleagues and I started studying achievement goals and
we found some answers there. But I still wondered why. Why would children of
pretty equal ability have such different goals? That is when we discovered that lay
theories of intelligence were at the heart of it all. Those who believed their intel-
ligence was fixed, as opposed to developable, chose different goals and made
different attributions in the face of difficulty. This is how our research on lay
theories of intelligence was born.

Other researchers, at the same time, were also exploring the power of lay the-
ories. Here are just a few examples. Melvin Lerner examined the impact of just
world beliefs and what people will do to maintain their faith in that world. In a
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related vein, Ronnie Janoff-Bulman examined people’s assumptions about the
safety and fairness of their world and studied the consequences of having those
assumptions shattered. Attachment theorists were identifying people’s working
models of attachment—how relationships work and what you can expect from
them. Even Piaget, the consummate theorist of pure logic and cognition, began to
believe that people’s world views might be as important as their logical thinking.

This book breaks open the field of lay theories and puts it in a much larger
perspective. The chapters show how the field of lay theories has burgeoned and
come to fruition. Interestingly, many of the research strands have emerged inde-
pendently and are being brought together for the first time in this book.

Each chapter asks important questions about lay theories and offers intriguing
and sometimes surprising answers. The chapters in the first section ask about the
origins and nature of lay theories.

• Where do all these lay theories come from? Are they deeply embedded in
human psychology or do they arise from our experiences in our social groups
and cultures? Look for some very interesting examples of both.

• How stable are people’s lay theories? Can we shift them to suit our goals or
needs at the moment? Hint: They can shift in fascinating ways!

The next section addresses the consequences of lay theories about human psy-
chological attributes or phenomena.

• What lay theory about willpower makes us want to push through and continue
working rather than rest?

• What lay theories make us want to confront prejudice or injustice rather than
throwing our hands up and moving on?

• You know how unusual thoughts can just pop into your head when you least
expect them? Is this a good thing or a bad thing? Can we control them and, if so,
should we try to?

• Are creative people born or made? Lay people and researchers (the experts)
disagree. What do the experts think?

The third section highlights the consequences of lay theories about the meta-
physical or supernatural:

• Do you think the question of mind–body dualism is relevant only to philoso-
phers? If so, take a look at how believing in mind–body dualism can foster
unhealthy eating.

• When are people most likely to produce magical explanations for something that
happened? Hint: It is not about miracles.

• How do our religious beliefs shape so many aspects of our lives, including our
self-regulation, risk-taking, and relationships?
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And the final section deals with the consequences of lay theories about mental
and physical health or illness.

• Is thinking about cancer as “a war with an enemy” good or bad for you?
• When therapists think of a mental disorder (such as depression) as biological,

will they become more or less sympathetic to their patients?
• Is obesity something that is written in our genes or is it something we have

personal control over? What are the advantages of these different points of
view?

See what I mean? You will find yourself delving into one chapter after another,
learning fascinating and valuable things about people’s deepest beliefs and the
impact of these beliefs on all aspects of their lives. You will find yourself relating
the chapters to each other and asking new questions. And you may well be tempted
to try your hand at research on implicit theories yourself.

Carol S. Dweck
Department of Psychology, Stanford University, Stanford, USA
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Part I
The Origins and Nature of Lay Theories



The Origins of Lay Theories:
The Case of Essentialist Beliefs

Nick Haslam

According to a well-known saying, “we see things not as they are, but as we are.”
This aphorism distils two basic psychological truths: perception constructs our
sense of reality, and people perceive the world in different ways. If anything, the
saying does not go far enough. We not only construct our mental reality and do so
in different ways, but we also alter our physical and social reality by acting on our
perceptions. The fertile concept of lay theories shows how this world-making
process takes place. People hold different beliefs about such things as intelligence
and personality, they make sense of their experiences differently based on those
beliefs, and as a consequence they think, feel, and behave differently, in ways that
may change their life outcomes.

The origins of my opening quote are uncertain. It is sometimes attributed to the
Talmud, sometimes to the novelist Anaïs Nin, and sometimes to the philosopher
Immanuel Kant. The same uncertainty surrounds the origins of lay theories them-
selves. Most researchers approach them as already existing beliefs whose correlates
and effects can be studied in the present. However, they are also the products of
particular psychological structures and mechanisms, and outputs of particular
developmental processes. In the present chapter, I attempt to answer the question of
where lay theories come from. My focus is on the origin of those theories that
involve psychological essentialism, the belief that something has an inner essence
or nature that determines its identity and its outward features. I argue that the
origins of these lay theories must be approached from several different directions. In
brief, essentialist lay theories originate in fundamental cognitive tendencies of the
human mind, in particular developmental experiences and inputs, in particular
cultural settings, and in particular social arrangements.

N. Haslam (&)
School of Psychological Sciences, University of Melbourne,
Melbourne, VIC 3010, Australia
e-mail: nhaslam@unimelb.edu.au

© Springer International Publishing AG 2017
C.M. Zedelius et al. (eds.), The Science of Lay Theories,
DOI 10.1007/978-3-319-57306-9_1
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The chapter begins with a brief review of work on psychological essentialism
and how the concept of lay theories relates to essentialist thinking. It then proceeds
to discuss the origins of essentialist lay theories from these four perspectives:
cognitive, developmental, cultural, and social. I conclude by arguing that a full
understanding of the origins of lay theories requires that all of these perspectives
are taken into account. Like the saying, lay theories have multiple authors.

Psychological Essentialism

Research on psychological essentialism arose first within cognitive and develop-
mental psychology. Cognitive psychologists Medin and Ortony (1989) argued that
although essentialism is generally thought by philosophers to be bad metaphysics—
categories rarely if ever have underlying essences—essentialist intuitions are held
by many laypeople. ‘Psychological essentialism’ refers to these intuitions.
Everyday people tend to believe that what makes cats cats is some sort of feline
essence that is shared by all members of the species. This deep-seated hidden
essence underlies the observable characteristics of cats—their appearance and their
behavior—and it determines their identity. People may have no concrete idea of
what that essence might be, but that are confident that it exists and that an
appropriate expert knows the answer.

Developmental psychologists such as Gelman (2003) and Keil (1994) demon-
strated that young children possess essentialist intuitions about living kinds. Keil
showed that children believe that a member of one species retains its species
identity even if its appearance is transformed so that it resembles another species. In
contrast, human artifacts such as items of furniture were not judged to retain their
identity when they were similarly transformed. The key difference at play is that
children believe that living kinds have some sort of inner essence or nature that
endures despite outward alterations, whereas human artifacts do not. Essences are
therefore ways of explaining the immutability of identity: the essential nature of a
thing endures despite changes to its outward appearance, and because identity rests
on this essence the thing itself is unaltered.

Social psychologists came somewhat late to the study of psychological essen-
tialism. Cognitive and developmental psychologists had emphasized ‘natural kind’
concepts such as chemical elements or biological species as the focus of essentialist
intuitions, rather than kinds of person or human attributes. However, important
theoretical work by Rothbart and Taylor (1992) argued that people often hold
essentialist intuitions about some human groups, and especially those associated
with differences of appearance such as race and gender. These intuitions, Rothbart
and Taylor proposed, amount to a failure by everyday folk to recognize that human
groups are artifacts rather than natural kinds. To believe that racial categories are
grounded in hidden essences is to mistakenly view these categories as timeless and
species-like, when they are in fact contingent products of history and culture.
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By Rothbart and Taylor’s reckoning, essentialist beliefs about human groups are
factually wrong and socially destructive, as they lead people to infer deep and
unalterable differences between people based on superficial differences in their
appearance.

Rothbart and Taylor (1992) inspired a lively empirical literature on essentialist
beliefs about human groups and attributes. That literature is too large and com-
plex to summarize here but a few key findings can be extracted. First, essentialist
beliefs about social groups are multifaceted. They involve beliefs that the group
has inherent characteristics, that it is in some sense ‘natural’ or biologically based,
that it is highly informative about its members, that all members of the group are
fundamentally alike, and beliefs that membership in the group is discrete
(either/or), immutable, and historically invariant (Haslam, Rothschild, & Ernst,
2000). Second, the implications of essentialist beliefs are generally negative:
people who hold more essentialist beliefs about a group tend to be more preju-
diced toward that group, more reluctant to cross group boundaries (e.g., interact
with people of other racial backgrounds), more resistant to egalitarian intergroup
relations, more prone to endorse group stereotypes, and even less creative (e.g.,
Bastian & Haslam, 2006; Haslam, Rothschild, & Ernst, 2002; Keller, 2005;
Tadmor, Chao, Hong, & Polzer, 2013; Williams & Eberhardt, 2008). Researchers
have now explored the structure and implications of essentialist beliefs about
numerous social groups, including those based on gender, race, sexuality, and
mental disorder, as well as beliefs about some human attributes, most notably
personality (Haslam, Bastian, & Bissett, 2004). The fundamental difference
between these lines of work is that groups are conceptualized as noun classes,
whereas attributes are conceptualized primarily as properties that vary by degree
and do not constitute categories.

It is here that research on psychological essentialism makes contact with
research on other lay theories. Although the concept of lay theories is very broad, as
this volume attests, my focus in this chapter is on the specific conception of lay
theories developed by Carol Dweck and colleagues (e.g., Dweck, 1999; Dweck &
Leggett, 1988), and how it relates to essentialist lay theories. Dweck and her fellow
researchers have identified a crucial way in which people’s beliefs about human
attributes such as intelligence and personality differ. ‘Incremental theorists’ believe
that these attributes are malleable, dynamic, and always in flux or in process. ‘Entity
theorists’, in contrast, believe that these attributes are fixed, static, and entity-like
products. Fundamentally, the difference between holders of these two kinds of
theory is that some believe that people can change and some do not. Because
immutability is a key element of essentialist thinking, it is reasonable to ask whether
Dweck’s lay theories can be viewed through the conceptual lens of psychological
essentialism and whether holding an entity theory of a human attribute is tanta-
mount to holding essentialist beliefs about it.

In past work, my colleagues and I (Haslam, Bastian, Bain, & Kashima, 2006)
have explored these questions and argued in the affirmative. We have proposed that
Dweckian lay theories pick out one crucial element (immutability) in an interlinked
set of essentialist beliefs. Believing that personality is fixed can be taken as an entity
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theory of personality, or it can be taken as simply one component of a set of
essentialist beliefs that personality is fixed and also biologically based, inherent,
informative, discrete, and so on. There is evidence that these beliefs about per-
sonality do in fact covary in a coherent fashion (Haslam et al., 2004), and also that
holding an entity theory about personality tends to correlate with believing that this
continuity is caused by inhering qualities of the person (Haslam, Bastian, Fox, &
Whelan, 2007). Similarly, the standard measure of entity theories about personality
correlates with measures of other essentialist beliefs (Bastian & Haslam, 2006).
Dweck’s concept of entity theories also aligns with the broader concept of psy-
chological essentialism in another respect. Her colleagues’ work consistently
demonstrates that entity theories have damaging implications, leading people to
avoid academic challenges, to get anxious in assessment contexts, to endorse social
stereotypes, and to form premature impressions of other people (e.g., Levy,
Stroessner, & Dweck, 1998). These negative ramifications of entity theories are
entirely compatible with the almost uniformly negative implications of essentialist
beliefs in the social domain.

For the remainder of this chapter, I will consider entity theories in the Dweckian
sense as particular forms of essentialist belief. I fully recognize that Dweck’s
framework does not exhaust the range of lay theories, and that her incremental
theories are non-essentialist. Viewed in the manner, I propose, an entity theory is a
minimal essentialism-related belief that singles out one important component of
essentialism—immutability—and does not specify the supposed cause of the
inability to change. An entity theory, as a belief that some human attribute is fixed,
is simply one element of a multifaceted set of essentialist beliefs about that attribute.
This theory will usually be accompanied by a belief that the immutability of the
attribute is caused by an underlying and inhering essence of some sort. An incre-
mental theory, on the other hand, represents one component of a set of nonessen-
tialist beliefs about human attributes.

Understood in this way, the question of the origins of lay theories becomes the
question of the origins of essentialist thinking. I propose that these origins must be
approached from four distinct vantage points. First, essentialist thinking has par-
ticular origins as a mode of cognition. These cognitive foundations of psychological
essentialism represent the distal origins of lay theories. Second, essentialist thinking
about particular human groups and attributes arises in part in response to particular
developmental experiences, such as the ways in which particular groups are
described in language and the communications that parents have with their children
about everything from ethnic diversity to their academic performance. In the
absence of these experiences, the essentialist mode of cognition is unlikely to
emerge. Thus, these developmental influences represent more proximal origins of
lay theories. A third origin of essentialist thinking can be found in people’s ambient
culture, which supplies the idioms through which we understand essences, whether
these be biological, spiritual, or something else. Certain ways of conceptualizing
essences are particularly available in particular cultural settings, and these idioms
shape the content of lay theories. Fourth and finally, to understand the origins of
lay theories as forms of essentialist thinking we need to attend to the prevailing
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social arrangements. Essentialist thinking about human groups and attributes is
promoted by particular on-the-ground social realities, and these realities must be
recognized in any compete account of the origins of lay theories.

Cognitive Foundations

Theories of the origins or psychological essentialism, either as a general phe-
nomenon or specifically as they concern beliefs about human attributes and groups,
propose that they are grounded in more fundamental cognitive tendencies. Three
main accounts of these cognitive foundations of essentialist lay theories have been
proposed.

The most prominent account of essentialist thinking as it applies to social groups
proposes that it is grounded in folk biology, an evolved way of thinking about
living kinds such as biological species. The natural world of plants and animals is
composed of discrete biological categories or ‘natural kinds’. Members of one
species do not suddenly transform into members of another—species membership
is an unalterable part of their identity—and species themselves appear to be
timeless. According to theorists such as Atran (1990), people have folk biological
intuitions that represent nonhuman species in an essentialist fashion. By this
account, when people hold essentialist lay theories about human groups, such as
believing races to be timeless biologically based categories, they are extending folk
biological ways of thinking into the social domain. That is, essentialist theories of
human groups represent those groups as if they were distinct biological species.

One example of this view comes from the work of Gil-White (2001), who
conducted ethnographic fieldwork on essentialist thinking about ethnicity in
Mongolia. Gil-White presented participants from two ethnic groups who lived in
the region with vignettes in which a baby born to biological parents of one group is
raised by parents from the other group. Participants were asked whether the baby
would grow up to have attributes of each group, pitting nature and nurture against
one another in a hypothetical adoption study. Finding that study participants
commonly expected that children would grow up to embody the ethnic attributes of
their biological parents despite not being reared by them, Gil-White inferred that
they held essentialist intuitions about ethnicity. Like the ugly duckling, a cygnet
raised by ducks whose true swan nature is revealed as it matures, Mongol-born
babies will come to display typically Mongol behavioral traits even when they have
been reared by Kazakh parents. Gil-White theorized that these intuitions make good
sense in the light of folk biology. Just as members of biological species mate with
one another (endogamy) and always give birth to members of their species (des-
cent), members of ethnic groups also tend to marry within their group and transmit
their ethnicity to their children. Essentialism is a not unreasonable interpretation of
these arrangements. Gil-White went further to argue that essentialist thinking about
groups may have adaptive benefits, as it discourages potentially costly and hard to
coordinate intergroup interactions.

The Origins of Lay Theories: The Case of Essentialist Beliefs 7



A second account of the origins of essentialist thinking challenges the view that
it is rooted in folk biology. Instead, this account maintains that essentialism is one
of several ‘modes of construal’ that are available for making sense of the world—
alongside teleological, mechanistic, and intentional modes, for example (Keil,
1994)—and it can be applied in a variety of domains rather than being intrinsic to
one (i.e., biology). If people understand differences between people in an essen-
tialist fashion, viewing them as deeply rooted and unchanging, they may be doing
so for reasons other than a perceived analogy with interspecies differences.

Hirschfeld (1996), for example, argues that racial essentialism does not arise out
of an analogical transfer of folk-biological intuitions about discrete, essence-based
species into the realm of phenotypic variations among humans. For a start, these
variations would have to be classified into types before the analogical transfer tales
place, and in addition, these phenotypic variations do not correspond to discrete
categories as obviously as biological species do. Rather than folk-biological
essentialism being imported into the social domain, essentialist thinking is simply
an available way of construing phenomena, and people are in some way prepared to
encounter ontologically distinct types in the social domain.

A third account of the cognitive foundations of psychological essentialism has
been proposed more recently by Cimpian and Salomon (2014). They propose that
an important precursor to psychological essentialism is a hitherto unappreciated
cognitive process that they dub the “inherence heuristic.” This heuristic represents a
tendency to appeal to the inherent or intrinsic features of an entity, such as its
visible properties, when thinking about why it is the way it is. The heuristic is prior
to essentialism because it need not involve any belief that the intrinsic features
reveal an underlying essence. For example, the heuristic leads people to believe that
there is something natural, right, or appropriate about things being as they are based
on their intrinsic features (e.g., it is natural for people to have orange juice for
breakfast because of the way it tastes). According to Cimpian and Salomon, people
tend to over-rely on inherent perceptible features because they are more cognitively
available and salient than extrinsic features, such as the entity’s history (e.g., how
orange juice came to be a breakfast staple in some societies) or its relationships
with other entities, which are in principle no less adequate as explanations.

The inherence heuristic is a broad tendency that leads people to give special
weight to the properties that inhere in objects when explaining their actions. When
it is applied in the social domain to explain the behavior of persons rather than
things, it leads us to overestimate the degree to which behavior springs from
internal characteristics of the actor rather than external aspects of the situation. The
heuristic may therefore play a role in well-known social psychological effects such
as the correspondence bias (Gilbert & Malone, 1995) at the level of attributions for
individual behavior, and system justification (Jost & Banaji, 1994) at the level of
beliefs about groups. Importantly, Cimpian and Salomon argue that the heuristic is
a basis for essentialist thinking. According to this view, psychological essentialism
is an elaboration of the tendency to explain people’s behavior in terms of their
inherent qualities, in which those qualities are conceptualized as inner essences. In
support of this claim, Salomon and Cimpian (2014) have shown that people who
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rely more heavily on the inherence heuristic, assessed by endorsement of
inherence-based intuitions (e.g., “There are good reasons why dollar bills are
green”) are more likely to endorse essentialist beliefs about an assortment of human
groups. In addition to this correlational evidence, they also showed that an
experimental manipulation that diminished the use of the heuristic by priming
extrinsic explanations for societal patterns reduced endorsement of essentialist
beliefs. Thus, the inherence heuristic offers a plausible account of the cognitive
origins of essentialist lay theories, and also of a cognitive process that is associated
with individual differences in essentialist thinking.

Developmental Experiences

We have seen how folk biology, basic modes of construal, and the inherence
heuristic provide different accounts of the origins of essentialist thinking. The three
explanations point to alternative cognitive foundations on which psychological
essentialism may be built. Lay theories which hold that a particular human group or
attribute is immutable, like Dweck’s entity theory, are ultimately based on a ten-
dency to view human variations as akin to biological species, on the deployment of
a basic essentialist mode of construal, or on the tendency to explain phenomena in
terms of the inherent properties of the people involved. These accounts clarify the
distal origins of essentialist thinking in the abstract, but they fail to explain how
some individuals come to hold essentialist beliefs more than others. To understand
the more proximal sources of essentialist lay theories we must examine the
developmental experiences that contribute to essentialist thinking.

Although some of the influences that promote the development of essentialist
thinking may be nonverbal, most research on the subject has emphasized the role of
language and language use. Three factors in particular have been identified as
contributors to essentialist thinking among children. The first of these factors is the
use of noun classes. Although the use of nouns does not entail essentialist beliefs
about the categories to which they refer, there is evidence that nouns do lead people
to infer that category membership is stable. Research by Gelman and Heyman
(1999), for example, showed that when ostensibly the same information about a
group is presented as a noun label rather than as an adjective or verbal phrase—
describing its members as “carrot-eaters” rather than “people who eat carrots
whenever they can,” for example—children draw different inferences about the
group. In particular they infer that the group is coherent and stable over time. Nouns
imply that the category refers to unchanging attributes and fixed identities. The use
of nouns to refer to social groups and human attributes therefore probably evokes
children’s capacities to essentialize categories.

A second influence on essentialist thinking is the use of generic statements such
as “girls are kind.” Generics are consistent with essentialist category representations
because they imply that categories are homogeneous and have inherent properties.
Generic expressions are commonly used in all languages, but the extent to which
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they are used varies widely between people and appears to have implications both
for promoting essentialist thinking and for transmitting it from adults to children.
Gelman, Ware, Kleinberg, Manczak, and Stilwell (2014) provided strong evidence
for these claims. In a study of parents and their 2- to 4-year old children, they
demonstrated that parents and children both showed consistent individual differ-
ences in their use of generics, and that parents’ tendencies to produce generics
correlated with those of their children. Moreover, parents who held more essen-
tialist beliefs about traits tended to use more generics and to have children who did
so, raising the possibility that the essentialist beliefs of adults may be transmitted to
children via the production of generalizing statements.

This possibility receives support from the work of Marjorie Rhodes, Sarah-Jane
Leslie, and Christina Tworek (2012), who showed experimentally that both 4-year
olds and adults tended to develop essentialist beliefs about a novel social category
(“Zarpies”) that had been described using generic rather than specific language (i.e.,
“Zarpies are scared of ladybugs” versus “This Zarpie is scared of ladybugs”). In
another experiment, these researchers established that inducing adults to hold
essentialist beliefs about another novel category—telling them that Zarpies are “a
distinct kind of people with many biological and cultural differences from other
social groups” (p. 13528)—led them to use more than twice as many generics when
talking about members of the category while showing a picture book about them to
their children. As Gelman et al. (2014) argued, “some people seem to be more
likely to think about the world as consisting of stable categories, and this way of
thinking is reflected in their language use” (p. 936), which may in turn replicate
essentialist thinking in the small consumers of that language. Parents may therefore
create the proximal linguistic environment in which their children’s distal tendency
to think in terms of essences can flourish.

Communications about social categories can promote essentialist thinking by
means other than generics. Gelman, Taylor, and Nguyen (2004) conducted a
microanalytic analysis of parent–child talk about gender and found that even
gender-egalitarian mothers may unwittingly promote essentialist thinking about
gender in their young children. They do so not only by using generics but also by
using gender labels and accentuating gender differences. Parent–child conversation
may, therefore, spread essentialist thinking by conveying the sense that gender
categories are internally homogeneous, stable, coherent, and informative.

Essentialist thinking about human attributes like intelligence and personality,
rather than about categories such as race and gender, may have different conver-
sational contributors. Several studies indicate that feedback given to children on
their performance may promote beliefs that certain attributes are stable or fixed.
Feedback that refers to static person attributes rather than dynamic processes—“you
are good at that” rather than “you must have tried hard at that”—appears to
encourage an entity theory of those attributes and the motivational frameworks
associated with this theory. Mueller and Dweck (1998), for example, showed that
praise for ability (“person praise”) among fifth graders promoted a theory of
intelligence as fixed and innate, and led to a lack of persistence following failure.
Similar findings have been obtained among kindergarten children (Zentall &
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Morris, 2010). There is even some evidence that children who received more
“process praise” from their parents at ages 1–3, coded from recordings of sponta-
neous interactions in the home, held less fixed understandings of ability five years
later (Gunderson et al., 2013).

In sum, there is strong evidence that developmental experiences exert a proximal
influence on the development of essentialist thinking. These experiences, repre-
sented by exposure to particular forms of language use, promote essentialist beliefs
about social categories and entity theories of human attributes. The common thread
in these experiences is that they invoke a view of social groups and persons as fixed
and consistent. Intriguingly, apparently innocuous and everyday uses of language
may play a role in engendering essentialist thinking. Simply by using race labels,
making nonsexist generalizations about gender, or offering generous but
ability-focused praise we may be nourishing the child’s tendency to see a social
world populated by deep divisions and stable hierarchies.

Cultural Settings

Deep-seated cognitive tendencies lay the foundation for essentialist lay theories.
Exposure to certain linguistic expressions and forms of language use build on these
foundations, leading people to hold essentialist theories about some phenomena
more than others and leading some people to hold more essentialist theories than
their peers. However, the belief that some sort of essence underlies a phenomenon
can be expressed in many distinct ways depending on what that essence is
understood to be. Essences are by their very nature unobservable, and the intuition
that a hidden essence or nature lurks beneath the surface of observable phenomena
often occurs in the absence of any clear sense of what that essence might be. It is for
this reason that cognitive psychologists have referred to essentialist beliefs as
invoking an “essence placeholder.” Because laypeople’s intuitions about the nature
of hidden essences are often cloudy and minimal, they can be explicitly concep-
tualized in quite different ways. The supposed content of these hidden essences is
therefore likely to be drawn from the repertoire of explanations that are salient in a
particular culture at a particular time. Thus, culture supplies some of the idioms
through which people make sense of the hidden nature of things.

Consider the case of lay theories of race or ethnicity, for example. The belief that
humans belong to an assortment of fundamentally different racial or ethnic types has
probably always been widespread. People observe superficial but correlated vari-
ations in appearance, customs, and languages and infer that beneath the surface
human groups have deep differences in kind. However, the basis of these under-
lying differences is mysterious and must be given an explanation that makes sense
within a cultural context. Among people who believe that the world is populated by
unseen spirits, the belief that different human groups have different spiritual
essences—such as animal spirits that reveal their descent from different animal
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lineages—is likely to be a culturally satisfying explanation. In cultures with a more
materialistic mindset, racial and ethnic essences might be understood through the
metaphor of blood: different groups have different blood and mixing these different
kinds of blood is a cause for concern. In a genomic age, genes may become a
preferred idiom for understanding group essences.

These disparate cultural idioms give different content to essentialist intuitions,
and they therefore represent different lay theories with potentially diverging con-
sequences. Understanding the hidden nature of a group in terms of its spirit, its
blood, or its genetic make-up has different implications for how members of the
group acquire or may lose their essence. It may have different implications for
whether the group can ever merge with other groups, and for whether it is a
meaningful part of a divine plan or merely a product of the blind forces of evo-
lution. However, despite these differences, spiritual, sanguinary, and genetic
essences are alike in other ways. They all provide a means of explaining how
unobservable causal factors can account for deep and enduring differences between
people.

Genetic lay theories are an interesting case in point. Such theories are popular in
modern industrialized societies owing to the cultural salience and scientific
respectability of genetics and the declining belief in spiritual explanations in a
materialist age. Genetic lay theories are of course historically recent given the
relatively recent discovery and characterization of DNA. However, although such
theories have the trappings of modern science, they are often employed in crudely
prescientific ways, functioning in the same essentialist way as ideas of “blood”
(Dar-Nimrod & Heine, 2011). Genes and DNA commonly serve as culturally
accepted idioms for expressing simple essentialist intuitions. Thus, genes are often
seen as deterministic causes that have large, binary, and unchangeable effects,
although none of these beliefs accurately captures the truth of most genetic influ-
ences on human behavior. These influences typically involve multiple genes of
small effect that give rise to continuously distributed phenotypes and that are
modulated in complex, nondeterministic ways by the environment.

Genetic essentialism (Dar-Nimrod & Heine, 2011) is now a prevalent form of
lay theory of an assortment of human differences. Genetic essentialist theories are
especially common explanations of variations in appearance such as race, ethnicity,
gender, and obesity, but they are also prevalent in people’s thinking about less
visible differences, such as mental disorders (Haslam, 2011; Kvaale, Haslam, &
Gottdiener, 2013), sexual orientation (e.g., Haslam & Levy, 2006), and personality
(Haslam et al., 2004). The content of these lay theories gives them the lustre of
science, but in many respects their implications are no more enlightened than
archaic ideas of blood. For example, people who hold more genetically essentialist
beliefs generally tend to display higher levels of ethnic prejudice (Keller, 2005) and
more stigmatizing attitudes toward the mentally ill (Kvaale et al., 2013). Genetic lay
theories also have problematic implications for people who experience health
problems such as obesity, indicating that they are difficult to change and that
personal efforts to do so are likely to fail (see Burnette, Hoyt, & Orvidas, 2017;
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Dar-Nimrod, Cheung, Ruby, & Heine, 2014). Indeed, in some respects genes and
DNA may provide a more destructive basis for essentialist lay theories than
alternative, older ways of construing essences. Spirits may be appeased or ritually
exorcized and blood may be cleansed and purified, but genes are understood to be
unalterable. Genetic factors are also understood as less malleable than neural fac-
tors, another equally modern explanation that can be seen as essence-like (“neu-
roessentialism”; Haslam, 2011). Thus, genes may be an especially potent
foundation for what Dweck and colleagues refer to as entity theories of human
attributes, with all the well-documented damaging implications that are associated
with such theories.

Regardless of the pros and cons of particular ways of representing essences, my
key point is that essentialist lay theories partly originate in these idioms. Our
cultures provide particular idioms for explaining the underlying causes of phe-
nomena and these idioms shape how essentialist theories are expressed and how
they influence behavior, social interaction, and intergroup relations.

Social Arrangements

Culture supplies the contents of essentialist lay theories by providing preferred
ways of explaining what the underlying essences might be. However, lay theories
of human attributes and groups are also likely to be constrained by existing social
arrangements. Essentialist theories are more likely to take root in some societies
than in others, and some social arrangements are especially likely to support these
theories. In addition, people may be motivated to hold essentialist lay theories out
of a desire to maintain existing social arrangements.

There has been little research on whether particular social arrangements in some
way encourage or support essentialist thinking about social groups and human
attributes. However, there are several grounds for believing that this is a plausible
claim. In particular, because essentialist thinking envisions a social world composed
of fixed entities, static hierarchies, and deep intergroup divides, we might expect
that societies in which social divisions are relatively stark and durable might pro-
mote such thinking. For example, a belief in racial essences may be more likely to
endure in a context of lasting residential and occupational segregation, and limited
interaction and intermarriage (cf. Gil-White, 2001, on the principle of descent in
ethnic essentialism). As much as this social segregation is in fact an artifact of
history rather than a fact of nature, it should be relatively easy to construe as the
natural manifestation of distinct groups with fundamentally different essences. It
should be more difficult to develop and sustain a belief in racial essences in social
contexts where racial diversity is less dichotomous, more fluid, and less of a barrier
to intermingling, as in Brazil. In a similar fashion, gender essentialism should be
more likely to take hold—or be harder to dislodge—in social contexts where sex
roles are relatively rigid and distinct. We might imagine a mutually reinforcing
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tendency for segregated social arrangements to breed essentialist beliefs about the
basis of those arrangements, and for endorsement of those beliefs to entrench those
arrangements. For instance, women who hold more essentialist beliefs about gender
are more likely to personally endorse stereotypically feminine traits (Coleman &
Hong, 2008), and men who essentialize gender are less likely to provide direct care
for their young children (Gaunt, 2006).

The reality of social arrangements may promote or inhibit essentialist thinking
about groups and attributes, but people’s positions within these arrangements may
also play a role. There is some evidence that essentialist thinking sometimes rep-
resents motivated social cognition. Sometimes the motivation is primarily epistemic
(e.g., driven by need for closure: Roets & Van Hiel, 2011) or self-serving, as
demonstrated by evidence that people alter their theories about personal attributes in
self-enhancing or self-protective ways (Leith et al., 2014; Steimer & Mata, 2016).
However, sometimes the relevant motivation is social, driven by concerns about
maintaining an advantageous position for one’s group within existing arrangements.
As system justification theory argues (Jost & Banaji, 1994), people are driven to
rationalize the status quo by perceiving it as good, stable, and in the nature of
things. Thus, men appear to be more likely to endorse genetic essentialism
regarding gender than women (Keller, 2005), high caste Indians are more likely to
agree with essentialist understandings of caste (Mahalingam, 2007), and higher
social class Americans are more likely to endorse essentialist beliefs about class, an
effect partially explained by their greater belief in a just world (Kraus & Keltner,
2013). Although the research has not been conducted, we might expect similar
findings if essentialist beliefs about human attributes—that is, entity theories—were
examined. People with higher measured intelligence may be more likely to believe
that intelligence is stable and innate, for example, motivated by the desire to believe
that their position high on the intellectual hierarchy is secure. Assessing the role of
motivated essentialism in lay theories of human attributes would be an intriguing
direction for future research.

Conclusions

My argument in this chapter is that lay theories which involve beliefs in the stability
of social groups and human attributes can be usefully understood through the lens
of psychological essentialism. That lens helps us to answer the question of where
these theories come from. The origins of lay theories are complex and a full account
of these origins has to approach the answer from several distinct angles. Those
angles require us to address both distal and proximal factors and to appreciate the
role of a tangled web of cognitive, linguistic, developmental, social, motivational,
and cultural influences. The price of this inquiry into the origins of lay theories is
complexity, but the benefit is a comprehensive understanding that connects lay
theories research to a rich assortment of alternative research traditions.
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The Motivated Fluidity of Lay Theories
of Change

Anne E. Wilson and Jaslyn A. English

People encounter an almost overwhelming quantity of information about human
behavior and the social world everyday. Despite this information overload, humans
are markedly adept at finding signal in the noise, interpreting the inputs in their
complex environments in a way that both simplifies and makes meaning. People use
a variety of shortcuts or heuristics to make sense of these stimuli (Tversky &
Kahneman, 1974); they also access a range of lay theories about the nature of
humans, natural processes, and how the world works. Lay theories are sometimes
referred to as naïve or folk theories acknowledging humans as naïve scientists
attempting to make sense of a complex world (Heider, 1958; Kelly, 1955). These
lay beliefs are also commonly called implicit theories in part due to the recognition
that these beliefs often operate at an automatic rather than conscious level—people
have assumptions, largely unexamined, about the world around them which guide
their judgments, but which have rarely been articulated in careful detail or bolstered
with rational argument. These implicit theories provide a lens through which people
see the world and can shape their understanding of behavior, actions, and decisions
in powerful ways.

This volume explores a wide range of these lay beliefs and articulates the many
ways they can influence human thought, behavior and choice. To a large extent,
these literatures tend to focus on how lay theories affect people’s responses, either
by examining individual differences in people’s lay beliefs or by directly manip-
ulating or creating the lay belief people hold. We will review only a small portion of
this literature to paint a general picture of this approach. We focus primarily on one
kind of implicit theory: people’s beliefs about the fixed or malleable nature of
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human characteristics (Dweck, 2012), and extend our analysis to related theories
regarding the mutability of groups and of social mobility. The central goal of this
chapter, however, is to ask a slightly different question: are people’s implicit the-
ories chronic and stable over time, or do they shift in systematic ways? What leads
people to adopt or endorse different lay theories at different times? We suggest that
one set of important but unexplored factors pertains to people’s current goals and
identity needs. There may be times when people gravitate to one lay theory or
another because a particular worldview will best help them to arrive at a particular,
desired conclusion. We outline the emerging research examining, how people may
shift their lay theories about the malleability of personal attributes in systematic
ways when particular goals are activated. Although we focus primarily on these
individual-level shifts in person lay theories, we will also consider how similar
processes may play out in other domains in which competing lay theories of
mutability have different implications for human behavior. Because, the literature
on motivated adoption of implicit theories is limited, we will often make specu-
lative connections that are not thoroughly tested. Our hope is to prompt additional
research and theory in this area of study.

One of the implicit theories that have been studied extensively pertains to
people’s beliefs about the fundamentally fixed or malleable nature of human
attributes (Dweck, 2012). Dweck describes entity theorists as believing that attri-
butes are fixed and stable—people have a certain level of a given attribute or ability,
and this level is relatively enduring. For instance, an entity theorist would strongly
agree with the statement: “Everyone is a certain kind of person, and there is not
much that can be done to really change that.” In contrast, incremental theorists are
described as holding the conviction that people’s attributes are inherently malleable
with time and effort. For instance, an incremental theorist would strongly agree with
the statement: “People can change even their most basic qualities.” These lay
beliefs are often described in dichotomous terms (incremental and entity theorists),
and for ease of communication we sometimes use these terms. Importantly though,
people’s actual views may fall anywhere on a continuum (typically a 6-point scale
from Strongly Agree to Strongly Disagree). Further, although we sometimes will
discuss incremental and entity theorists in general terms, in fact people hold dif-
ferent lay theories across domains (Dweck, Chiu, & Hong, 1995a). Someone may
believe that morality is malleable but that intelligence is quite fixed. Some domains
may be more closely associated than others, but in general, domain-specific lay
theories will more accurately predict people’s perceptions and choices (e.g., Chiu,
Hong, & Dweck, 1997a; Ward & Wilson, 2015).

Why do these lay theories matter? There is considerable evidence that these
theories guide person perception and stereotyping (e.g., Hong, Levy, & Chiu, 2001;
Levy, Chiu, & Hong, 2006; Levy, Stroessner, & Dweck, 1998; Molden & Dweck,
2006), goal-pursuit and achievement (e.g., Burnette, Pollack, & Hoyt, 2010; Dweck
& Leggett, 1988; Hong, Chiu, Dweck, Lin, & Wan, 1999), interpersonal relations
and aggression (e.g., Kammrath & Dweck, 2006; Rattan & Georgeac, this volume;
Yeager, Trzesniewski, & Dweck, 2013), and intergroup judgments (Jayaratne et al.,
2006; Rattan, Savani, Naidu, & Dweck, 2012) among others. Specific phenomena
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investigated vary across domains, but in general, implicit theories account for how
people process complex social information. For instance, students who are incre-
mental theorists are more likely to respond proactively to failure by seeking
strategies for improvement, whereas entity theorists are less likely to select ame-
liorative strategies (Yeager & Dweck, 2012). Likewise, incremental theorists are
more likely to approach conflict constructively (Kammrath & Dweck, 2006), and
even attempt to change prejudiced attitudes (Rattan & Dweck, 2010) compared to
entity theorists who belief such efforts would be futile if the interaction partner is
unlikely to change.

It is less clear—though often hotly debated—which theory is more “correct” in
reality. For instance, there is evidence for the hereditary nature of some tempera-
ments, attitudes, and abilities (Harris, Vernon, Olson, & Jang, 1999). There is
evidence that genetics may inhibit efforts at weight control (Bradfield et al., 2012;
Burnette & Finkel, 2012). At the same time, evidence that people can change goes
well beyond the inspirational stories of underdogs finding their way to success
(Gladwell, 2013). Epigenetic research demonstrates the power of context and
choice to determine how genetic factors are expressed (Sasaki, LeClair, West, &
Kim, 2016), evidence shows how practice can change not only performance but the
brain (Kelly & Garavan, 2005), and a great deal of social psychological research
demonstrates the power of personal belief (Lou & Noels, 2016) and the situation to
shape behavior over and above chronic dispositions (Reis, 2008). In short, there is
plenty of evidence out there in the world for a reasonable person to draw on and
conclude that attributes are quite malleable; there is also no shortage of evidence
supporting the view that attributes are rather fixed. Beyond the world of research,
Western cultural wisdom also contains mixed messages about the stable or dynamic
nature of attributes. Proverbs have relegated thieves and leopards to a fate of
perpetual sameness,1 yet other wisdom purports that the “the only thing that is
constant is change” (commonly attributed to Heraclitus). Although research evi-
dence and folk wisdom often do not provide a singular answer to the question of
which theory is more “correct,” evidence suggests that people tend to have an
opinion. In surveys, about 80% of participants tend to report leaning more toward
either an entity or an incremental viewpoint (Plaks, Levy & Dweck, 2009), with a
relatively equal proportion endorsing each of the diverging viewpoints
(Dweck, 2012).

We will make no claims about which theory tends to be more accurate (other
than to say that “both” may often be the right answer). Regardless of accuracy, there
is compelling evidence that the lay theory someone endorses about change can
powerfully predict motivation, perception, and decisions. However, despite the
large number of studies demonstrating meaningful consequences of implicit theo-
ries of malleability, it is unclear just how stable these theories are and what factors
might influence a person’s dominant lay belief. First, how temporally stable are lay
theories of change? We can answer this question in a few ways: by considering the

1Once a thief, always a thief; a leopard cannot change its spots.
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temporal stability of person theories, by considering how malleable lay theories are
when presented with persuasive information, or by considering how they might
change in response to specific experiences or contexts. We consider each in turn.

Temporal Stability of Implicit Theories

First, there is a general tendency to describe lay theories as relatively stable, chronic
individual differences, implying that beliefs would remain quite consistent over
time. There is some evidence supporting this contention: Dweck et al. (1995a)
reported a test–retest reliability of 0.82 over 2 weeks on the 3-item Implicit Person
Theory measure, and Levy et al. (1998) reported 0.82 over a week and 0.71 over 4
weeks for an 8-item measure. However, Poon and Koehler (2008) pointed out that
the chronic, stable nature of implicit person theories is typically assumed rather than
tested, and most often is measured either at the same time as dependent measures of
interest or within a couple of weeks’ time. Poon and Koehler examined stability
over longer time periods, and found that the test–retest reliability declined con-
siderably by 10 weeks out, down to 0.28. Further, they emphasized that contem-
poraneous measures of lay theories were strong predictors of relevant dependent
variables Specifically, in their research, implicit theories (measured contempora-
neously) predicted intertrait inferences; entity theorists were more likely than
incremental theorists to make inferences about a person’s traits (e.g., warm) after
learning that the person possessed a related trait (e.g., sensitive). However, when the
lay theory measure was taken weeks earlier, it failed to consistently predict these
same inferences, suggesting meaningful change in lay theories over time. Indeed, in
a follow-up study they found that after 8 weeks, only about 60% of participants fell
into the same entity or incremental theory category as they had at Time 1. As Poon
and Koehler speculate, this temporal instability is worth noting when considering
the chronic effects of implicit theories, that scores at any given moment are likely to
involve “(a) one’s chronic theory accessibility, as researchers have long assumed,
but also (b) one’s temporary theory accessibility triggered by naturally unfolding,
idiosyncratic cues or experiences in everyday life” (Poon & Koehler, 2008, p. 975).
Their conclusions emphasized the importance of their findings for research plan-
ning, as an earlier measure of lay theories might not adequately predict a later
measure of outcomes. However, it led us to wonder about what kinds of day-to-day,
idiosyncratic experiences may play a role in altering implicit theories. Were these
fluctuations random, or systematic and explainable? In other research, Poon and
Koehler (2006) describe implicit theories of change and stability as
knowledge-activation frameworks: People likely possess knowledge of both lay
theories, and may endorse different theories at different times as a result of the
knowledge that has been become accessible in a given situation. They demonstrated
that people readily shifted their theories after engaging in tasks designed to prompt
them to search their memory for evidence of one theory or the other. For instance,
people accessed malleability folk knowledge when asked to read a biography and
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account for why the individual changed dramatically through life; they accessed
entity knowledge when they explained a biography of someone who remained
unchanged. Similarly, they activated knowledge consistent with different lay the-
ories when asked to provide examples reflecting proverbs, such as “You cannot
teach an old dog new tricks” or “Experience is the best teacher.” Further, the theory
activated in the moment predicted subsequent unrelated trait judgments, demon-
strating that people will make decisions and judgments on the basis of whatever
theory is activated. They argue that stimuli akin to these kinds of experiences
(person judgments, exposure to folk wisdom) are likely to occur in everyday life,
accounting for some of the natural variation in people’s implicit theories over time.
We concur, and speculate that people may vary in their implicit theory temporal
stability in part depending on the contexts they find themselves in—it may be that
some people find themselves (and select) circumstances that offer more evidence for
stability on a day-to-day basis; others might encounter (or choose) environments
illustrating change.

Experimental Malleability of Implicit Theories

There is no shortage of evidence that chronic implicit person theories can be
changed. Indeed, the standard approach to establishing the causal effect of implicit
theories is to (at least temporarily) experimentally manipulate the theory people
hold. Most often, these theories are altered by presenting people with persuasive
information, frequently in the form of a (bogus) research article that makes a strong
case for either an entity or incremental understanding of a particular attribute (e.g.,
Chiu, Dweck, Tong, & Fu, 1997b; Hong et al., 1999; Levy, Stroessner, & Dweck,
1998; Molden, Plaks, & Dweck, 2006; Nussbaum & Dweck, 2008). This kind of
overt persuasive argumentation bolstered by (ostensible) evidence appears to be
quite effective at temporarily altering implicit theories and corresponding responses.
In other research, researchers have attempted to alter these implicit theories longer
term (Aronson, Fried, & Good, 2002; Blackwell, Trzesniewski, & Dweck, 2007).
Because of their long-term focus, the researchers only attempted to shift people
toward a more incremental view and not an entity one, given the preponderance of
evidence suggests that an incremental theory offers more benefits. In longitudinal
research, Yeager et al. (2013) focused on developing an incremental person theory
in 9th grade students with the hypothesis that they would be less likely to attribute
hostile intent behind ambiguous behaviors. Yeager et al. began by asking high
school teachers to deliver a lecture about the malleability of the brain, bolstered by
further scientific evidence and communication from peers 2 weeks later. Students
were also asked to write notes to future classmates describing what they had
learned. The control condition followed the same procedure but read about the
malleability of athletic ability. Eight months later, they found that those in the
experimental condition maintained an incremental perspective to a greater degree,
and as expected, attributed less hostile intent than those participants in the control
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condition. This provides some evidence that implicit theories may not just fluctuate
but change directionally over time: in this case the shift was prompted by an initial
set of persuasive communications but presumably was maintained by the way
people came to actively process their environments (attending to and retrieving
different information, interpreting incoming data through a particular lens, behaving
in ways that would tend to confirm their existing theory). It is conceivable, then,
that other real-world experiences may systematically prompt people to actively
question, reassess, and possibly shift their lay theories in ways that would then tend
to self-reinforce over time.

What Other Factors Affect Implicit Theories of Change
and Stability?

We have evidence that implicit theories may not be especially temporally stable
over time and that experimental manipulations can change them. Presumably,
though, these implicit theories are shaped by other factors in people’s environments
as well. Understanding these mechanisms may give us clues to how these theories
originate in the first place. We know that implicit theories can be subtly altered by
the kind of feedback provided by parents and teachers (Gunderson et al., 2013;
Mueller & Dweck, 1998): for instance, dispositional praise for achievements
(“You’re so smart!”) may seem affirming, but may foster an entity theory in chil-
dren who come to think of intelligence as a trait they possess. However, when these
children encounter failure, they may then be more likely to attribute it to a lack of
capacity. Children who are instead praised for the effort that went into achievement
(“You must have worked very hard on that—good job!”) are likely to tie success to
hard work, and will be more inclined to view failure as a challenge to surmount
with greater effort or different strategy (Dweck, Hong, & Chiu, 1993). These effects
are meaningful especially given that parental praise in early childhood predicted
children’s motivational frameworks several years later (Gunderson et al., 2013)—
and given that Mueller and Dweck (1998) report that a majority of parents believe it
is important to praise ability following success to help children feel smart. This
observation—that parents may offer counterproductive feedback because of an
intuition that it may bolster self-esteem—offers an interesting insight that leads us
to our next consideration. We know that self-image protection, maintenance, and
enhancement processes can play a powerful role in how people actively process
information, and that, in many instances, people are highly motivated to view
themselves in a favorable light (Baumeister, 1998; Sedikides, 1993; Wood,
Giordano-Beech, Taylor, Michela, & Gaus, 1994). Parents’ intuition that praising
children’s innate abilities gives self-esteem a boost is far from baseless. Indeed,
adults tend to fall into the same pattern of attribution when accounting for their own
performance: research on the self-serving bias documents how people are much
more likely to attribute their successes to dispositional factors (like their ability)
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than their failures, which they are more likely to attribute to external causes
(Campbell & Sedikides, 1999). At least one reason for this self-serving bias appears
to be self-esteem maintenance (Shepperd, Malone, & Sweeny, 2008).

Motivated Fluidity of Lay Theories?

The parallel between lay theories of change and the self-serving bias suggests
another mechanism by which implicit theories may shift over time. We know that
people are active processors of the information available to them, and that often
their processing is shaped by dominant motivations or goals. As theories of
motivated reasoning suggest (e.g., Kunda, 1990; Pyszczynski & Greenberg, 1987;
Taber & Lodge, 2006), people often begin the process of reasoning with a preferred
conclusion already in sight. They also sometimes adopt different perspectives or
principles to allow them to support the conclusion they most want to draw. We
reasoned, then, that people may sometimes be motivated to shift their implicit
theories to help them support their preferred conclusions. Imagine both Sarah and
Alice got back grades on their math test. Sarah got an A, Alice got a D. For both
women, math is relevant to their self-image. If both were then asked to consider
whether intelligence is fixed or malleable, how might they each respond? Alice
would have reason to gravitate toward an incremental theory, hoping that this grade
does not seal her fate as a poor math student. Consistent with a
knowledge-activation framework (Dweck, Chiu, & Hong, 1995b; Poon & Koehler,
2006) she may activate her existing knowledge around malleability, remembering
instances where she has observed significant improvement in performance, and tell
herself this is the kind of skill that can be mastered with hard work. Sarah, on the
other hand, would not have this same motivation: she did very well on the test. She
might congratulate herself by reminding herself how math ability is quite stable, so
her performance likely heralds an enduring career of success. In this example, we
suspect that Alice’s motivation, after a threatening failure, may be stronger than
Sarah’s is after success, but both patterns would be largely consistent with a motive
to protect or maintain self-esteem.

Although this kind of motivated fluidity seemed highly plausible in light of the
existing literature, evidence for it seemed missing from our scan of the literature on
Dweck’s implicit theories. This prompted us to investigate these questions across a
variety of contexts (Leith et al., 2014). We began by reasoning that people might be
particularly likely to actively regulate their acceptance of these theories in response
to particular types of situational goals. In particular, we thought that shifting lay
theories would have its strongest intuitive appeal when people are faced with
information about the self or others over time (Peetz & Wilson, 2008). That is,
when people consider an individual’s past attributes or behaviors, they must decide
how it informs their present character. Likewise, people have to make judgments
about whether past or current outcomes predict a person’s future outcomes. In each
of these cases, the lay theory one selects and applies to a given set of temporally
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extended events can transform the conclusion. An entity theory suggests that past
attributes reflect current character and, in turn, predicts similar future outcomes; an
incremental theory presumes that people may have changes since the past point in
time, and may likewise change in the future (Peetz & Wilson, 2014; Ross &
Wilson, 2002). For instance, a past moral failure viewed in light of entity theory is
likely to be seen as evidence of an enduring lack of trustworthiness, but through an
incremental lens the same failure seems either irrelevant (since morality is
changeable) or as information that can help foster growth. This argument is con-
sistent with Kunda’s (1990) and Pyszczynski & Greenberg’s (1987) thinking about
motivated reasoning, in which they argue that people cannot just believe whatever
they want to believe in any moment, but rather they hold to an illusion of objec-
tivity by engaging in a process of reasoning that involves the differential recruit-
ment of knowledge, theories, and beliefs. More recent research supports this
premise: people will appeal to different beliefs, convictions, and principles to
support the conclusion they most prefer (e.g., Jost, Pelham, Sheldon, & Sullivan,
2003; Knowles & Ditto, 2012; Kunda, 1987; Schumaker & Slep, 2004; Skitka,
Bauman, & Mullen, 2008; Tesser, 2001).

To test these ideas, we designed a series of experiments that fit the criteria we
identified (Leith et al., 2014): Situations where people would be motivated to reach
a particular directional goal (protecting the self, family, or important others) in
which temporal information would be interpreted differently depending on the
implicit theory: in other words, situations where being an entity theorist or an
incremental theorists would lead to different conclusions on the basis of the same
evidence. Next, we describe the evidence that endorsement of lay theories can be
shaped by both self-image goals and other perception goals.

How Self-image Goals May Shape Implicit Theories
of Stability and Change

We began by investigating contexts most directly connected to people’s personal
self-view, relying on the assumption that people would often be inclined to protect
their self-view from threat (Leith et al., 2014). We created several situations in
which people would have to face threatening information about the self: in two
studies, we delivered a failure or success experience (feedback about poor/good
performance on a test), and in another, we asked people to recall a personal memory
representing a past social failure or success. In each of these cases, people were
more likely to endorse an incremental theory about the nature of the attribute in
question after encountering threatening rather than flattering information. That is,
after getting a poor score on a test, people were more inclined to believe that ability
was changeable with time and effort, whereas after success people were more
willing to entertain the notion that these attributes were fixed and enduring.
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In the first study we conducted (Leith et al., 2014, Study 1), we not only
manipulated the outcome (success/failure following a bogus cognitive ability test),
but also independently attempted to manipulate people’s lay theories about the
ability itself (describing the cognitive skill as highly malleable or quite fixed). This
second manipulation mirrors the typical experimental interventions in the literature
(e.g., Plaks & Stecher, 2007) and might be expected to alter people’s dominant
implicit theory on the basis of the information provided. We found evidence for
both processes—a significant main effect revealed that the implicit theories
manipulation did shift people’s theory endorsement; people also endorsed incre-
mental theories more strongly after failure than after success. Notably, an interac-
tion also emerged, revealing that the implicit theory manipulation was effective in
the success condition, but not in the failure condition. When unthreatened, people
were willing to temporarily adopt whatever theory they learned about. However,
after a threat (failure on a task reflecting their ability), people who were given
persuasive information that the attribute was fixed were unconvinced by that
argument—they endorsed a more incremental theory despite being presented evi-
dence to the contrary. We speculate that this set of findings not only offers evidence
that people may actively shift their dominant theory in situations when a particular
perspective would help them to reach a desired conclusion, but also offers a caution
to researchers seeking to alter lay theories—people may be more receptive to
persuasive communication about the malleable or fixed nature of attributes when
they do not have a motivation to be skeptical about that viewpoint (Taber & Lodge,
2006).

Although the finding across these studies suggests that people may actively shift
toward a view of change or stability that supports their preferred interpretation of
the evidence at hand, the fact that people support a more incremental view after
failure than success does not in itself provide solid evidence that the effect is
motivated. There are other possible reasons people might come to this conclusion—
for instance, if an individual believes themselves to be highly competent in the
threatened domain, then one piece of failure evidence might seem puzzling—they
may conclude for more rational than motivated reasons that the attribute must be
changeable given their fluctuating performance. We cannot rule out this process as
among those that produce shifts in lay theories—indeed, it is quite likely. However,
we did include more direct tests of the motivated nature of lay theory shifting. For
instance, in one study (Leith et al., 2014, Study 3) we asked people to consider their
own past failure or those of an acquaintance. People shifted their implicit theories
only when considering personal outcomes, and not the outcomes of another indi-
vidual whom they would have less inclination to protect. Of course, there are a host
of differences between how we process information about self versus others—we
have different amounts of information as well as different motivations. So, in a
complementary approach (Leith et al., Study 2), we gave all participants
self-relevant feedback (success or failure), but varied how meaningful the feedback
seemed. Everyone completed a judgment task framed as a measure of “social
perceptiveness.” The “thin-slice” person judgment task was engaging to partici-
pants, but entirely bogus. Participants were told that they performed exceedingly
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well or poorly on the task. Then we attempted to alter the degree to which this
feedback would be threatening. We described the test as a well-validated measure
of consequential ability to one group of participants, and as a test that was still
under development and unvalidated to another group. Those who had reason to
believe the test was legitimate shifted their lay theories, and those who had an easy
way to disregard the results as illegitimate did not. This evidence converges to
suggest that at least one reason people’s implicit theories may shift over time is due
to the esteem-threatening experiences in their day-to-day lives that can be better
incorporated into a positive self-view by shifting to an incremental lay theory.

The findings from Leith et al. (2014) were further supported by additional
emerging research. Steimer and Mata (2016) asked people to list their strengths and
weaknesses and to rate how likely those qualities were to change. Participants in
their study professed a belief that only their own weaknesses were likely to change,
but their own strengths were stable. This suggests that people can potentially hold
both implicit theories virtually simultaneously, and simply view them as applying
to different dimensions of identity. Is this perception motivated by self-goals, or do
people hold a general theory that there are forces maintaining people’s strengths
and encouraging change on weaknesses? Although people shifted their beliefs
about malleability when it came to personal weaknesses, participants viewed both
the strengths and weaknesses of other individuals as relatively stable. This entity
theory of others held even when the participant was told that the other person was
motivated to change their weaknesses.2

Steimer and Mata (2016)’s findings are generally consistent with earlier research
demonstrating how gifted students think about the malleability of their academic
skills. Ziegler and Stoeger (2010) report that very successful students held both
theories of change concurrently: successes were viewed through an entity lens,
whereas failures and ability deficits elicited an incremental viewpoint. The authors
interpreted these findings in terms of domain-specificity (success and failure as
different domains) even though in many cases both were held for the same skill
domain (e.g., math). Their findings are also consistent with a motivated fluidity
account. To the extent that this fluidity is a particular feature of successful indi-
viduals, it also suggests that this flexibility in adopting various lay theories may
serve more than self-esteem needs—it is possible that it also provides an adaptive

2However, it is also possible that people do not even hold the same implicit theories about self and
others, although the general person scale seems able to predict both personal and other judgments.
Some recent research developed a self-theories version of the implicit theories scale based on the
recognition that people might have one belief about how malleable intelligence is in general, and a
different view of their own personal intelligence. On average, people reported that they themselves
were more malleable than others, and self-theories were a better predictor of students’ own
personal academic motivation and responses (De Castella & Byrne, 2015). Likewise, Aneeta
Rattan and colleagues demonstrated that people may not apply the same theory of mutability to all
people or groups. People who believe that the capacity for improvement is universal are more
likely to support policies that promote equal opportunity, while those who believe that only some
people have the capacity to become highly intelligent are less inclined to support such measures
(Rattan & Georgeac, this volume; Rattan, Savani, Naidu, & Dweck, 2012).

26 A.E. Wilson and J.A. English



advantage by shifting people to an incremental (high-effort, improvement-focused)
mindset at times of failure, which is when this lay theory is particularly important.
In an academic domain, it is possible that successful individuals subtly shift toward
a belief in their stable, enduring skills to build confidence when doing well, but
readily switch to a belief in mutability and improvement when they encounter
setbacks.

One thing, we have noted across the relatively few existing studies is that there is
a considerably stronger tendency to shift to an incremental theory when failure is
encountered than to shift to an entity theory when focused on a personal success
(Leith et al., 2014; Steimer & Mata, 2016). Theoretically, this is consistent with the
view that people are more likely to respond in a motivated manner when faced with
threat. It may be that when outcomes are favorable to the self, there is no motive to
recruit information that selectively supports a particular conclusion: an individual
can enjoy a success whether they believe that the capacity is fixed or changeable.
Nonetheless, we suspect that under certain conditions, people may be especially
motivated to shift toward an entity perspective following success. This intuition is
consistent with the belief of parents that praising ability is beneficial for self-esteem
(Mueller & Dweck, 1998), and reflected in people’s tendency to attribute positive
(but not negative) personal outcomes to dispositional qualities (Campbell &
Sedikides, 1999). There is something gratifying about the idea that one’s successes
come from within, and reflect some enduring set of qualities that can be counted on
to continue panning out in the future. We suspect that these self-esteem benefits are
at least part of the reason people so readily shift their implicit theories when
provided with praise about their abilities (Mueller & Dweck, 1998)—it feels good.
However, an overreliance on this entity perspective quickly becomes counterpro-
ductive if it shifts people away from mastery toward performance goals, and
prompts helpless responses to failure (Hong et al., 1999). We offer some specu-
lations regarding who may be most likely to actively shift their lay theories toward
an entity perspective after encountering success.

Our first speculation is based on the notion that some successes feel more fragile
than others. Sometimes, we can see the clear path from our time and effort to a
desirable outcome. In these cases, we may feel confident that we can control similar
successful outcomes in the future, and an incremental theory might be just as
gratifying as an entity theory, and there would be little motivation to shift the
dominant theory. On the other hand, we sometimes encounter successes that we are
not so confident we can reproduce. This may occur when hard work and outcome are
not so obviously causally related; in other words when success is experienced as
noncontingent on performance—a circumstance that leads people to self-handicap
(Jones & Berglas, 1978). It may occur in those settings that tend to produce the
“imposter syndrome,” (possibly especially prevalent amongst high-achieving
women, Clance & Imes, 1978) where people have difficulty taking credit for the
accomplishments or kudos they have garnered and worry that outcomes were based
on luck or some other circumstance not controlled by themselves. It may also occur
when people’s internal lack of confidence (low self-esteem, for instance) leads them
to view positive outcomes as inconsistent with expectations. When people encounter
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these successes but worry that they may be fleeting and out of their control, we
reason that one response might be to shift to an entity theory in an effort to psy-
chologically “stake a claim” to the abilities that presumably underlie their successes.
We have no direct evidence that these conditions are especially likely to prompt
motivated adoption of entity theories, though there is some correlational evidence
that the experience of the imposter syndrome is linked to entity beliefs about
capacity in women (Kumar & Jagacinski, 2006). We also reported some very pre-
liminary observations about responses to success in Leith et al. (2014, Footnote 6).
We wondered if the natural ups and downs of academic life might contribute to
people’s shifting lay theories over the course of a semester. We measured students’
implicit theories (intelligence and general person) at the beginning of Fall semester,
then followed up in the Winter semester (4–6 months later). We asked people to
report at Time 2 on the outcomes they regarded as disappointments and successes.
We found that students who reported a greater proportion of disappointments over
the previous semester showed a slight tendency to become more incremental in their
views, whereas students who reported a greater proportion of successes over the
semester showed a significant shift toward an entity theory. We interpret these
results with considerable caution due to a small sample size (N = 41) and the
exploratory nature of the work, but suggest that the shift toward an entity theory
among students (perhaps tenuous) experiences of greater success may reflect a desire
to feel that their recent accomplishments will bode well for their future outcomes.
Given that a strong entity theory appears to have considerable downsides for indi-
viduals’ motivation and achievement (Burnette et al., 2010), we suggest that it is
worthwhile to develop a better understanding of the factors that lead people to
actively adopt these fixed beliefs.

Our second speculation pertains to how context may contribute to shifts toward
either an incremental or entity mindset more generally, but where a particular set of
risk factors for adopting too strong an entity theory may emerge. We suspect that
many people go through life encountering a pretty robust mix of successes and
failures: even those who work hard and demonstrate notable success are likely to
take on bigger and bigger challenges, which sometimes will lead to setbacks and
failures. However, some people are likely to find themselves in contexts where one
type of outcome is especially likely to occur a majority of the time. For instance,
gifted students may not only be at risk, as Dweck (2012) suggests, of being fre-
quently praised for their intelligence, they are also likely to find themselves in sit-
uations where academic successes far outweigh failures, giving them few
opportunities to incorporate failure and the capacity for improvement into their
self-views and beliefs. One of this chapter’s authors (Wilson) has noted this entity
inclination not infrequently in incoming graduate students: often these students
have had a preponderance of past experiences as the best and brightest scholars in
their cohort. Graduate school offers even the most talented students a host of
opportunities for setbacks and failures, which can initially be quite a shake-up for
students’ self-views. Wilson has taken to delivering informal incremental “inter-
ventions” at times of setback, hoping to “strike while the iron is hot” and trigger lay
theory change when students may be especially motivated to shift.
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Another context where entity implicit theories may be prompted is in children’s
sports. Children who demonstrate high performance at particular sports are often
plucked out of recreational leagues and recruited for more elite teams. In some
cases, the ‘best of the best” are combined into teams that typically outcompete most
others in their category. These kids may go seasons at a time without every
encountering the experience of losing a game. Although the hard work of athletes
and their coaches is a fundamental part of success even on these teams, the players
on these “superteams” may come to think of their ability as inborn, and struggle
once they find themselves moving up to a level of competition where they once
again face losing. We speculate that some players who have been encouraged
through experience to cultivate an entity view of athletic ability might be especially
likely to worry that they “don’t have what it takes” when they progress to the next
level of athletic challenge. Indeed, in 2006, Carol Dweck was asked to develop a
training intervention with the Blackburn Rovers, a soccer team in the United
Kingdom’s premium league (Krakovsky, 2007), when their coach expressed con-
cern about how a “star is born not made” mentality was keeping very good players
from reaching their full potential. These talented players were stuck in an entity
mindset, believing that inborn ability would carry the day, and hence neglecting
their rigorous training schedule. Dweck designed an intervention starting with the
youngest and most impressionable players, fostering an incremental mindset to
instill a belief in the value of effort and training.

How Person-Perception Goals May Shape Implicit Theories
of Stability and Change

Although people arguably spend a good deal of time thinking about themselves,
they also spend a significant proportion of their time observing, interacting with and
perceiving others. Sometimes we simply want to get an accurate impression of a
new person in order to predict our likely future interactions with them. However, in
other cases, we have a vested interest in how information is processed about
important others. We may interpret a close friend’s foibles—say forgetting to return
the clothing she borrowed—as endearing or accidental. Conversely, we might be
inclined to view equally ambiguous actions of a disliked ex-spouse—say forgetting
to update a scheduling conflict—as malicious and intentional. We thought that
when individuals are invested in seeing particular others’ temporally extended
actions in either a favorable or unfavorable light, they may show an inclination to
gravitate toward the implicit theory that supports the conclusion they prefer to draw.
In other words, by activating an incremental theory, the best friend can always
become more responsible the next time she borrows clothes; by adopting an entity
theory we can assure ourselves that the ex-spouse will never change.

We suspect that these motives would play out for any kind of close
relationship. In an initial test of these hypotheses, we focused on public figures for
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whom participants would have a vested interest in either excusing or disparaging.
We chose Canadian and American political figures who, over a period of years,
represented their respective political party (Leith et al., 2014, Studies 4–6). For
example, in the run-up to a Federal election taking place in Canada in 2011, we
asked people about the Liberal candidate Michael Ignatieff and the Conservative
candidate Stephen Harper. We presumed that people who affiliated with one of
these political parties would be motivated to view their candidate in a favorable
light and to view the opposing candidate less magnanimously. During this election,
both candidates had taken some criticism for statements they had uttered years
before, which now cast them in an unflattering light. For example, Ignatieff, often
critiqued for insufficient patriotism, was quoted as having called the Canadian flag a
“passing imitation of a beer label.” Stephen Harper, critiqued for a lack of empathy,
was quoted as having said “In terms of the unemployed, of which we have over a
million-and-a half, I don’t feel particularly bad for many of these people.” We
collected a set of unflattering past utterances by both candidates an average of
10 years prior, and randomly assigned liberal and conservative participants to read
them. As we expected, people’s beliefs about the changeable nature of these can-
didates was highly contingent on participants’ political stripes. Conservatives were
certain Harper was, at core, a changeable person but Ignatieff’s qualities were
hopelessly fixed. Liberals demonstrated precisely the same convictions—but about
the opposite candidate. Further, believing the candidate was changeable mediated
people’s belief that these decade-old foibles were simply not relevant to their
current judgment of the politician; an entity view, on the other hand, supported the
belief that those past missteps were highly pertinent to judgments of political
character today. Of course, the idiosyncratic wrongs of the two candidates were not
easily comparable; in follow-up studies with greater experimental control we
described candidates’ political past as either poor or commendable (for instance,
describing Barack Obama’s time in Senate as earning him an overall A or C grade
from a bipartisan review committee). After reading about a poor Senate record,
Republicans viewed Obama as more fixed and unchangeable than did Democrats
who viewed him as highly changeable. Republicans, on the other hand, saw Obama
as far more changeable after success than they had seen him to be after failure.

One shortcoming of these two previously described studies is that we measured a
very specific lay theory—how changeable one particular politician was believed to
be. This arguably diverges from the notion that lay theories guide more general
information processing. In a follow-up study, we tested the logic more fully: we
presented favorable or unfavorable information about politicians (this time Justin
Trudeau and Stephen Harper in Canada), and then asked participants about their
general person lay theories, such as “People can do things differently sometimes,
but the important parts of who they are can’t really be changed.” When given the
opportunity to endorse a sweeping lay theory as it applies to people in general,
political affiliation still guided which theory they were inclined to endorse.
Participants who read about their favored candidates’ foibles believed that people in
general can change more than those who read about their candidate’s accom-
plishments; the reverse was true for the opposing candidate.

30 A.E. Wilson and J.A. English



Judging the relevance of the past for the present is an ambiguous task we are
faced with in many spheres of life. For instance, Americans were recently faced
with the question of whether Donald Trump’s 2005 recording in which he bragged
about kissing and groping women without their consent is reflective of who he is
today. In an apology video, Trump said: “Anyone who knows me, knows these
words don’t reflect who I am.” Rudy Giuliani, too, invoked an incremental view in
an interview about this incident: “That was then and this is now. And he’s gone
through 14 months of running for president. And, as you know, running for
president does something to you. It changes a lot of the way you look at things, it
changes a lot of the way in which you behave.” Reminded of his own past infi-
delities, Giuliani further endorsed a general theory of malleability, saying: “We
believe that people in this country can change.” (ABC News, 2016, Oct 9). In the
same interview, Donna Brazile (Chair of the Democratic National Committee)
countered: “This is not a changed man. This is who Donald Trump truly is.” This
kind of temporally extended judgment can be daunting: does that past action signify
a lasting clue to a person’s character? Has the person learned and grown from a past
mistake, becoming even wiser and more trustworthy as a result? It makes sense that
we would draw on our beliefs about the fundamental nature of people’s change and
stability to answer these questions. However, less obviously, we suggest that when
we draw on these lay theories, which lay theory we choose to endorse at that
moment may be plucked out of our array of beliefs because it will best help us to
reach a particular conclusion. We have the experience of reasoning about the sit-
uation by drawing on our knowledge of typical human mutability, and may not be
particularly aware—or concerned—that these mutability beliefs shift from one
context to the next.

We have also begun to think about other contexts in which the dominant lay
theory activated during a judgment can have meaningful consequences for other
important outcomes. For example, judgments of the appropriate way to approach
crime and punishment dependents deeply on one’s beliefs about the possibility of
rehabilitation. Not surprisingly, if an entity theorist espouses the view that “once a
thief, always a thief,” their judgment—and recommended punishment—of an
offender may be considerably more harsh than an incremental theorist who believes
any past transgressor can “turn over a new leaf.” Indeed, Gervey, Chiu, Hong, and
Dweck (1999) found that entity theorists were more likely to value principles of
punishment over rehabilitation, while incremental theorists put more weight in
rehabilitation over punishment. When lay theories are conceived as chronic indi-
vidual differences, we might understand people’s beliefs about the fundamental
mutability of criminal offenders’ moral status as a basic philosophical perspective
which informs their views of crime and punishment. We wondered if lay theories
may be subject to greater change that previously assumed even in these contexts.
Again, we began with the premise that the context would have to prompt a moti-
vation to shift one’s lay theories to reach a desired conclusion. For example, Todd
may have a punitive stance on criminals in general, believing that people’s basic
moral character never changes. However, in the event that his son is arrested, he
might quickly begin to recruit knowledge of how changeable people’s moral
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foundations may be—that sometimes, people just need a second chance to learn
from their mistakes.

We reasoned that a variety of motives could be relevant to judgments of crime:
our judgments of loved ones might be clouded by generosity, and our assessments
of outgroup members clouded by prejudice or mistrust. In Study 7 of Leith et al.
(2014), we examined how people might shift their implicit theories of how
changeable people are at their core after reading about a serious criminal offender
(someone who had been convicted and served time for child sexual assault). We
recognized that recidivism beliefs would be particularly high across the board for
such a crime, so to increase variability in judgments, we described in detail evi-
dence of the offender’s rehabilitation. Next, we considered what kinds of factors
would produce a motivated judgment in such a case. We reasoned that parents
would be especially concerned about protecting their children, prompting additional
vigilance when faced with this type of offender. We also reasoned that the physi-
cally “closer to home” the offender was seen to be, the more motivated people
would be to protect their family. How might this vigilance be reflected in
respondents’ endorsement of implicit theories? We reasoned that the most threat-
ened group (parents who considered a nearby offender) would be motivated to stay
wary and keep their guard up by presuming that people do not change their basic
qualities. This would allow them to remain mistrustful of the indications of reha-
bilitation and would support their opposition to the offender’s placement. To test
these ideas, we recruited parents and nonparents and asked them to consider the
(hypothetical) case in which this offender, out on parole, requests relocation to a
city 200 miles away from them, or relocation into the participants’ own community.
We then asked respondents whether people, in general, can change their core
characteristics. The group of participants that we expected to be most threatened,
thus motivated to shift their implicit theories, were parents who imagined the
offender in their own community. As we expected, those respondents ignored
evidence of rehabilitation and reported the strongest conviction that people simply
cannot change their basic attributes. Of course, we recognize that there are
evidence-based differences in the likely recidivism rates of different types of crimes,
and we do not argue that this information is irrelevant. What we point out, however,
is that information other than evidence can shape people’s beliefs about the like-
lihood of mutability and therefore rehabilitation—a motivated process with highly
consequential outcomes.

We have begun in recent research to investigate other contexts that might
motivate shifts in lay theories of change and stability (Williams & Wilson, 2016). In
keeping with our focus on crime and punishment, we wondered whether people—
particularly those who are high in prejudice—might shift in their lay theories when
judging criminals of different races. In an initial test of this hypothesis, we asked
participants to read a news article about an offender who had committed a crime
some time in the past. Race (Caucasian/African American) was subtly varied by
using name (e.g., DeShawn vs. Bradley) as a cue. We found that people high (but
not low) in prejudice toward African Americans were more likely to shift to an
entity theory when they read about an African American offender, relative to when
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the offender was depicted as White. These entity views again had consequences:
they mediated harsher punishment recommendations for the crime.

Does Motivation Guide the Adoption of Other Lay
Theories of Mutability?

Although Carol Dweck’s research on personal beliefs about the mutability of
attributes has received widespread attention, these are not the only lay theories
about the dynamic or fixed nature of human attributes. We point to two other sets of
lay theories that, amongst other features, contain assumptions about immutability or
change. One closely linked literature focuses on genetic essentialism and the belief
that various characteristics, behaviors or conditions are genetically determined
(Dar-Nimrod & Heine, 2011; Haslam, this volume). The other set of beliefs that
share features of an incremental theory refers to people’s understanding of how
society functions: beliefs in social mobility, meritocracy, and the “American
Dream” (e.g., Kraus & Tan, 2015).

Genetic Theories

Like entity theorists, people who believe that an attribute is genetically determined
tend to view outcomes as more immutable. Although genetic essentialism carries
with it other beliefs as well (e.g., about etiology), the mutability beliefs overlap very
closely with Dweck’s approach to implicit theories. For instance, believing intel-
ligence or body size is genetically determined is akin to having an entity theory of
intelligence or weight. However, the literature on genetic essentialism has been
more explicitly grounded in public and scientific discussion and debate around
topics such as intergroup differences and social inequality, whereas the implicit
theories literature has been characterized as occurring in more of a “social vacuum”
(Jayaratne et al., 2006).

People vary, for example, in their belief that racial or sex characteristics are
genetic (and hence, group characteristics are immutable), fuelling a debate about
whether unequal group outcomes are due to inherent factors or due to social context
and opportunity (Jayaratne et al., 2006). Jayaratne and colleagues reported that
genetic accounts of racial differences tends to be linked to higher levels of racial
prejudice, though from the correlational design it cannot be established whether
genetic theories foster racism or whether racism motivates endorsement of genetic
theories. The authors suggest that the process is likely bidirectional, strongly
pointing to a genetic lay theory as a “legitimizing myth” that has historically
justified prejudice and discriminatory practices. At the same time, they note that
genetic lay theories may become prevalent for non-motivated reasons—for
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instance, the rise of genomics and behavioral genetic research—which can influ-
ence or reinforce people’s entity beliefs about groups.

It is also the case that politically conservative (and upper class) individuals are
more likely to endorse the genetic roots of racial and class differences (Kraus &
Keltner, 2013; Suhay & Jayaratne, 2013), a process that the authors suggest may also
be motivated (see also Hegarty & Golden, 2008). Suhay and Jayaratne suggest that
with various causal attributions available in media and public discourse, individuals
can “pick and choose” the explanations that best allow them to support their ideo-
logical and social position. These divergent explanations of group differences are
also reflected in the media: conservative newspapers contain more biological
explanations for sex differences than more liberal newspapers (Brescoll & LaFrance,
2004). The authors argue that this difference in emphasis of one causal theory or
another allows conservatives to recruit the ideological underpinning that justify the
status quo, while allowing liberals to identify sociocultural explanations to support a
desire to change the existing system. The belief that group differences are inborn also
appears to increase when people are threatened, supporting a motivated account. For
example, people are often motivated to justify the system in which they live, even
when it produces injustices. Activating system-justification motives increases peo-
ple’s endorsement of an essentialist and immutable view of sex differences (Brescoll,
Uhlmann, & Newman, 2013; Morton, Postmes, Haslam, & Hornsey, 2009).
Similarly, Morton, Hornsey and Postmes (2009) found that prejudiced people appeal
to an essentialist view of race when the outcome would exclude an outgroup, but
de-essentialize race when the outcome would exclude their ingroup.

Suhay and Jayaratne (2013) also demonstrate the striking flexibility of people’s
endorsement of genetic lay theories. Although conservatives invoke genetic
accounts for perceived race or class differences (e.g., intelligence, aggression, etc.)
more than liberals, liberals, and conservatives do not differ in their genetic expla-
nations for these same characteristics as possessed by individuals. Further, the
endorsement of genetics flips when providing an account for a different stigmatized
group: gay men and lesbians. Here, liberals are more apt to argue that people are
born with a particular sexual orientation (because emphasizing lack of choice and
inability to change delegitimizes moral approbation), and conservatives are more
likely to point to context, upbringing, and “lifestyle choice.” Much of the docu-
mented link between genetic attributions and prejudice has been correlational,
hence, there has been debate about whether a belief that homosexuality is innate
drives acceptance (Brewer, 2008), or whether, instead, increasing societal accep-
tance of gay rights has motivated supporters to adopt a genetic view (Lewis, 2009).
Recent research offers some support for a motivated reasoning account: people are
more likely to be influenced by information that supports the causal attribution
(genetic or environmental) that aligns with their political viewpoints
(Morin-Chassé, Suhay, & Jayaratne, 2014; Suhay & Garretson, 2015). In other
word, their ideology appears to influence the lay theory they adopt more than their
lay theory affects their ideology. Once again, we do not claim to assess the validity
of any given theory of nature versus nurture—some are almost certainly more
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correct than others. We instead highlight how the availability of both lay theories in
public discourse allows people to choose the viewpoint that best justifies their
values or prejudices.

Implicit Theories of Social Mobility

Western—and perhaps especially American—society remains highly committed to
notions of social mobility and meritocracy, even as conditions of increasing
inequality have made this belief less and less a reality (Hacker & Pierson, 2010;
Kraus & Tan, 2015; Piketty, 2014). Obama (2012) characterized the American
Dream—which he believed was under siege—as “the basic American promise that
if you worked hard, you could do well enough to raise a family, own a home, send
your kids to college, and put a little away for retirement.” The American dream has
at its core the very incremental idea that by working hard and applying sufficient
effort, anyone can get ahead. When we consider this societal-level myth rather than
the individual incremental beliefs that Dweck (2012) so strongly recommends,
some of the pitfalls of an overly incremental theory become evident. There is
evidence that belief in meritocracy and social mobility can increase people’s tol-
erance of societal inequality (Larsen, 2016; Manza & Brooks, 2016; Shariff,
Wiwad, & Aknin, 2016), and that strong meritocracy beliefs lead people to over-
look the fact that, at least in American society, inequality of opportunity limits the
degree to which meritocracy can fairly allocate outcomes (Hacker, 2006). The
American Dream has been implicated in why people may vote for policies that
work against their own interest—for example, why working-class people would
support tax cuts going disproportionately to the wealthy. Belief in the equalizing
power of hard work, lower socioeconomic status (SES) individuals can justify a
system that has prevented them from realizing their ever-extolled American Dream.
Given, the puzzlingly ways in which these beliefs work against people’s own
interests, we suspected that there may be strong motivations to cling to an incre-
mental belief in social mobility despite evidence to the contrary.

Kraus and Tan (2015) directly address this paradox in their work on social
mobility. People tend to overestimate, in general, the likelihood of someone rising
up in social class. This exaggerated belief in the American Dream myth may simply
be due to the cultural prevalence of these ideas. However, Kraus and Tan also
suggest that people may be motivated to cling to these beliefs. Specifically, when
people were asked to estimate the social mobility of someone similar to themselves,
belief in mobility increased significantly. Notably, belief in the malleable nature of
social status may be self-serving for both the rich and poor; believing in the flexible
nature of social classes allows rich people to justify their status as earned through
hard work (Kraus, Davidai, & Nussbaum, 2015; Kraus & Keltner, 2013; Kraus &
Tan, 2015). In turn, belief in mobility offers hope and alleviates threat for those less
well off (Davidai & Gilovich, 2015). Justifying their system by believing in the
power of hard work and the American dream allows for the reduction of dissonance
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and the acceptance of blatant social inequality (Jost, Pelham, Sullivan, & Sheldon,
2003). Indeed, the authors theorized (and found) that low-income participants
demonstrated a stronger belief in the legitimacy of social inequality and were more
likely to support the statement that “large differences in pay are necessary to foster
motivation and effort” (Jost et al., 2003). This finding is parallel to Leith et al.’s
(2014) findings for individual failure experiences; low-income people who feel the
sting of failure to rise in status may gravitate to the incremental view that it is still,
nonetheless, possible. Paradoxically, the motivation to resolve this dissonance can
cause those who suffer the most from these social inequalities to justify the status
quo that keeps them in a low status position (Jost, Banaji, & Nosek, 2004).

The ardent—and perhaps motivated—belief in the link between hard work and
success may also underlie a tendency to blame the poor for their own outcomes. If
everyone can get ahead, why haven’t they? As Du Monteil (2015) argues, “That’s
the whole idea of the American Dream: only those who work hard for it, are hungry
for it, and don’t give up in face of adversity are actually able to live it.” The
corollary assumption, of course, is that those who remain poor must just have not
tried hard enough. This perception of the undeserving poor overlaps considerably
with another lay belief: the conviction that the world is just and fair. Just World
Theory posits that people are motivated to believe that the world is a just place,
where people get what they deserve (Hafer & Bègue, 2005; Lerner, 1980). People
with a stronger Belief in a Just World (BJW) are particularly likely to endorse both
social mobility and meritocracy (Day & Fiske, 2016), a constellation of beliefs that
would all allow them to conclude that the poor are to blame for their own fate.
Researchers have also experimentally demonstrated that people make judgements
reflective of a stronger BJW (e.g., rating the poor as less intelligent) after exposure
to evidence of injustice and inequality in society (Kay, Jost, &, Young, 2005),
presumably due to their system-justification motivation. In another study, Iatridis
and Fousiani (2009) asked participants to read about a student with either high or
low socioeconomic status (SES) who encountered either academic success or
failure. Participants explained the high-SES student’s success in terms of ability and
the low-SES student’s success as luck, whereas when they read about failure they
thought the high-SES student had not exerted enough effort and the low-SES
student did not have enough ability. Further, participants endorsed a higher BJW
when the high-SES student succeeded and the low-SES student failed. Intriguingly,
a meta-analysis by Malahy, Rubinlicht, and Kaiser (2009) examined whether actual
levels of inequality observed in America between 1973 and 2006 were related to
average levels of BJW identified from studies conducted during that time span
which included the measure. They found that as income inequality in the USA has
risen, so has Americans’ endorsement that the world is just and that people get what
they deserve. Malahy et al. interpret this pattern of BJW as potentially reflective a
motivated, system-justifying response to the injustice inherent in an increasingly
unequal society, and caution that the belief may inhibit empathy for the plight of the
disadvantaged and decrease support for programs intended to redistribute or foster
equality of opportunity.
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Conclusions and Future Directions

We have considered a number of contexts in which people’s assumptions about
human and societal change may be more fluid than often supposed, and how the
assumptions people adopt in a given context can underlie—almost invisibly—their
consequential judgments about social policy, about other individuals, and about
themselves. One particularly interesting—but insidious—aspect of people’s beliefs
about change is that they may often provide the foundation for people’s subsequent
judgments, yet the beliefs themselves go unexamined and undiscussed. Even when
core assumptions about human change are expressed, it is difficult to definitively
determine who is factually correct when it comes to the nature of human mutability.
As a result, people may often be puzzled by those who offer strikingly divergent
judgments of the same action, because they base their judgments on different
purported “truths” about human nature.

The literature systematically examining motivated shifts in people’s lay theories is
still limited, and a goal of this chapter is to encourage further inquiry. First, we suggest
that the relative impact of chronicity and fluidity is not well understood. People do
appear to have chronic lay beliefs that guide their everyday information processing,
sometimes leading them astray. However, we have identified a number of contexts
wheremotivated reasoning likely influences the adoption of one theory or another.We
do not yet know how much of human behavior is best represented by chronic dif-
ferences in beliefs or by flexibly shifting assumptions. The mounting evidence of the
fluidity of lay theories might even call into question the assumption of chronic indi-
vidual differences—if people have knowledge of both theories and can activate one or
the other depending on the context and their goals, then some evidence for chronic lay
theories may actually be due to chronic contextual factors and motives. We are
certainly not ready to disregard the notion that people tend to have a dominant theory
that guides them in the absence of factors that could prompt them to change those
views. Indeed, we suspect that there are also individual differences in the degree to
which people fluidly shift fromone theory to another. Some peoplemayflexibly adopt
the theory that best supports their preferred conclusions; others may find themselves
stuck in a mindset that works against their interests in some contexts.

We call for further research examining these questions, as well as the down-
stream consequences of motivated shifts in lay theories. We argue that lay theories
have meaningful real-world consequences; it may be that the consequences pro-
duced when people engage in motivated shifting may contribute to their longer term
dominance of one theory or another. For instance, if, after failure, people adopt an
incremental theory, they may persist at the task more effectively and actually
improve. As a result, they will have accumulated evidence for malleability, which
may in turn reinforce a chronic incremental mindset.

We also do not know whether a lay theory shift in one domain may influence
subsequent judgments in another domain—for instance, if I shift to endorse an
entity theory to impugn a political candidate whose past actions I still revile, might I
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subsequently be stuck with that entity theory if asked to make judgments another
candidate—or about a downstream outcome such as crime and punishment? Some
of these questions also reflect a lack of precision in our knowledge of the mech-
anism (what cognitive process leads people’s lay theories to shift) and in people’s
level of awareness of these shifts (are people conscious of shifting theories when
they do it?). We suggest that answers to these questions will not only contribute to
the new area of inquiry regarding the fluidity of lay beliefs, but also build a more
nuanced understanding of the ways that individuals actively construct their more
chronic beliefs over time.
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Part II
Explorations in Lay Theories About
Human Psychological Attributes or

Phenomena



Lay Theories of Self-control

Veronika Job and Gregory M. Walton

People sometimes fail to behave as they intend. Children who participated in the
famous marshmallow experiments wanted to wait and not to eat a tempting
marshmallow placed on the plate before them. They knew that they would get a
second marshmallow if they managed to wait until the experimenter came back.
Still, many children ate the one marshmallow, losing the chance to get a second one
(Mischel, Shoda, & Rodriguez, 1989). Often people give into temptations and
immediate impulses at the cost of their long-term goals. Aggression and violence,
over-eating, impulsive spending, and sexual behavior, as well as drug addiction, are
examples of failures in self-control (Baumeister & Heatherton, 1996; Gottfredson &
Hirschi, 1990; Vohs & Faber, 2007). They can have disastrous consequences for an
individual and high cost for society as a whole. Therefore, considerable psycho-
logical research has aimed to understand self-control failures and investigate ways
to improve self-control. The research reviewed in this chapter focused on people’s
beliefs about the availability of self-control capacity as an important predictor of
their self-control.

During the last few decades, social–psychological research on self-control has
been dominated by a model that uses a simple metaphor to explain self-control
failures: the strength model of self-control (Baumeister, Bratslavsky, Muraven, &
Tice 1998; Muraven, Tice, & Baumeister, 1998). This model suggests that
self-control relies on a limited resource. Engaging in self-control draws down this
resource, leaving the individual with reduced capacity to exert further self-control.
In support for this model, studies have found that after people have exerted
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self-control on one task subsequent self-control performance is impaired, even on a
very different kind of task. This is termed the ego depletion effect. The strength
model of self-control stimulated an impressive array of empirical research. Ego
depletion effects were documented for outcomes as diverse as intellectual perfor-
mance (Schmeichel, Vohs, & Baumeister, 2003), information processing (Fischer,
Greitemeyer, & Frey, 2008), impression management (Vohs, Baumeister, &
Ciarocco, 2005), and resisting violent responses to a partner’s provocation (Finkel,
DeWall, Slotter, Oaten, & Foshee, 2009) (for meta-analytic summaries and con-
troversies, see Carter, Kofler, Forster, McCullough, 2015; Hagger, Wood, Stiff, &
Chatzisarantis, 2010). Indeed, ego depletion has been described as a universal
phenomenon based in physiology (Gailliot & Baumeister, 2007).

However, increasing evidence questions this model. New research finds that the
ego depletion effect is not inevitable but is affected by motivation (e.g., Inzlicht &
Schmeichel, 2012; Inzlicht, Schmeichel, & Macrae, 2014; Molden et al., 2012) and
other moderators (for overviews see Loschelder & Friese, 2016; Masicampo,
Martin, & Anderson, 2014). For instance, monetary incentives, autonomy, and
positive mood can prevent ego depletion effects (Moller, Deci, & Ryan, 2006;
Muraven & Slessareva, 2003; Tice, Baumeister, Shmueli, & Muraven, 2007).
Further, people’s expectancies about their ability to exert self-control following the
exertion of self-control can moderate ego depletion. People were told that per-
forming an effortful task (controlling their emotions) could either improve or harm
performance on a subsequent task (Martijn, Tenbült, Merckelbach, Dreezens, & de
Vries, 2002). Participants’ subsequent self-control performance confirmed their
expectations: Those who expected self-control depletion performed worse, while
those who expected a self-control boost performed better.

We ask a more general question. Perhaps, it is not just that motivation helps
people overcome depletion. Perhaps lay theories about self-control in general give
rise to ego depletion in the first place (see also Mukhopadhyay & Johar, 2005).
People may draw from society’s general theories about the nature of self-control
capacity. These general theories are expressed, for example, in cultural products
like movies or advertisements that echo and promulgate a specific belief (“You’re
not you when you’re hungry”). Holding a global theory that difficult tasks deplete
one, making it difficult to sustain self-control efforts, may make people feel
depleted, exhausted, and in need of rest and replenishment when they face high
demands. We expected that people who do not endorse this limited theory on
self-control—who instead believe that self-control efforts can even become
self-energizing—may not experience depletion.

In this chapter we provide an overview of research on lay theories of
self-control. Laboratory research shows that these theories, both measured as an
individual difference and manipulated to examine causality, predict performance as
people take on a series of self-control tasks. The theory that self-control does not
rely on a limited resource helps people sustain self-control performance. Further,
theories of self-control matter in everyday life settings. They predict self-regulatory
success as well as well-being, specifically when people face high demands.
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Measuring Lay Theories of Willpower

A first step to investigating people’s lay theories on self-control was to develop a
measure. Previous research showed that lay theories (e.g., of the malleability of
personal attributes) are typically domain specific (Dweck, 1999). Since we
expected the same for lay theories of self-control, we decided to begin by
focusing on strenuous mental activities. We developed a scale containing six
items that reflected the belief that self-control, for which we also use the collo-
quial term willpower, relies on a limited and easily depleted resource (limited-
resource theory; e.g., “After a strenuous mental activity your energy is depleted
and you must rest to get it refueled again”). Reverse-coded items (e.g., “After a
strenuous mental activity, you feel energized for further challenging activities”)
referred to the opposite belief: They reject the idea that willpower is highly
constrained and, instead, suggest that exerting willpower can be energizing. We
called this belief a nonlimited theory about willpower (Table 1). People with a
nonlimited theory do not necessarily believe that self-control capacity is infinite or
that they can exert self-control endlessly, never needing to rest or sleep. It is not
an “unlimited” belief. However, they reject the view that willpower is readily
depleted by acts of self-control.

Depending on the research question and the purpose of a study, we have
developed additional scales assessing lay theories in other domains, like resistance
to temptation, emotion control, and physical exertion (Bernecker & Job, 2015a, in
press). The domain-specific scales represent distinct factors that best predict specific
behavior when matched to the behavior in question. For example, in a study
conducted with Type 2 diabetes patients, only willpower theories in the domain of

Table 1 Items to measure implicit theories about willpower for strenuous mental activity (Job
et al., 2010)

Strenuous mental activity

1. Strenuous mental activity exhausts your resources, which you need to refuel afterward
(e.g., through taking breaks, doing nothing, watching television, eating snacks)

R

2. After a strenuous mental activity, your energy is depleted and you must rest to get it
refuelled again

R

3. When you have been working on a strenuous mental task, you feel energized and you
are able to immediately start with another demanding activity

4. Your mental stamina fuels itself. Even after strenuous mental exertion, you can
continue doing more of it

5. When you have completed a strenuous mental activity, you cannot start another activity
immediately with the same concentration because you have to recover your mental
energy again

R

6. After a strenuous mental activity, you feel energized for further challenging activities

R reversed items
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resisting temptations predicted junk food eating and only willpower theories in the
domain of strenuous physical activity predicted physical activity (Bernecker & Job,
2015a).

The willpower theories scales we have developed so far are certainly not
exhaustive and future research may well develop measures in other self-control
domains.

Do People Experience Ego Depletion Only if They Believe
that Willpower Relies on a Limited Resource?

Our first set of studies tested whether ego depletion is “all in your head,” that is,
whether it occurs only if people believe that willpower relies on a limited resource
(Job, Dweck, & Walton, 2010).

In a first study, we tested the hypothesis that peoples’ habitual lay theories about
willpower, as assessed with the “strenuous mental activity” scale, would moderate
the ego depletion effect. After filling out the scale, participants completed a difficult
self-control task that has been used in previous research to induce a state of
depletion, or an easier version of the task that does not require self-control. We then
assessed a classic laboratory measure of self-control: Stroop performance. Color
words (red, green, yellow, and blue) appeared on a computer screen in one of the
four colors. Participants were instructed to indicate the color of the font, which
either matched or did not match the meaning of the word. This task requires
self-control because on incongruent trials (e.g., the word “red” displayed in green)
people have to suppress the meaning of the word. Previous research has found ego
depletion effects on performance on these trials (Inzlicht, McKay, & Aronson,
2006; Webb & Sheeran, 2003). Participants who held a limited-resource theory
showed the same pattern. After completing the difficult rather than easy initial task,
they made more mistakes on incongruent trials on the Stroop task. But participants
who held a nonlimited theory performed equally well whether they had completed a
difficult “depleting” or nondepleting task first. These results have been replicated
several times; by us (Job, Walton, Bernecker, & Dweck, 2013) and independently
(Chow, Hui, & Lau, 2015; Salmon, Adriaanse, De Vet, Fennis, & De Ridder,
2014).

Research also extends these findings to other self-control domains, including
resistance to temptation (Bernecker & Job, in press). In one study, participants who
had to resist a tempting food (freshly baked buns) (see Baumeister et al., 1998) later
showed poor Stroop performance to the extent that they endorsed the theory that
people have a limited capacity to resist temptations. Illustrating the
domain-specificity of willpower theories, people’s theories about whether strenuous
mental activities depend on a limited resource did not predict performance in this
study (the two scales were only modestly correlated). Another study examined
theories about emotion control (Bernecker & Job, in press, Study 2). We
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manipulated whether people had to suppress their emotions during a funny video
(see Brown & McConnell, 2011). Lay theories about emotion control (but not
strenuous mental activity) predicted how long people persisted on a subsequent
frustrating task. People who thought that their capacity to control emotions depends
on a limited resource persisted less long when they had had to suppress their
emotions than when they had not. But people who thought the capacity to control
emotions does not depend on a limited resource showed no decrement in persis-
tence when they had had to suppress their emotions.

Taken together, these studies suggest that people who hold nonlimited willpower
theories do not experience ego depletion in a wide range of self-control domains.
Moreover, they illustrate that theories of willpower are domain specific. If people
think that strenuous mental activity drains a limited resource, they become depleted
after such a task and show impaired self-control even in other domains (e.g.,
Stroop). However, they do not necessarily feel depleted after resisting a temptation,
since they do not necessarily believe that resistance to temptations depends on a
limited and depletable resource. To matter, the implicit theory assessed in a research
study has to match the initial, “depleting” task.

In the studies described so far, theories about willpower were only measured.
They thus do not demonstrate their causal effect. Perhaps people who actually have
greater self-control in a domain see this self-control as less limited, and this is why
they can maintain their self-control performance as self-control demands accumu-
late. To address possibilities like this and test the causal effects of willpower the-
ories, we manipulated theories about willpower using two biased questionnaires
containing easy-to-agree-with items that endorsed either a limited or a
nonlimited-resource theory (e.g., “Working on a strenuous mental task can make
you feel tired such that you need a break before accomplishing a new task” vs.
“Sometimes, working on a strenuous mental task can make you feel energized for
further challenging activities,” see Table 2). This procedure evokes thoughts con-
sistent with a specific theory. Manipulation checks consistently show that in each
condition participants agreed with the suggested theory. As predicted, in the context
of strenuous mental activity, participants led to endorse the limited-resource theory
showed ego depletion (Job et al., 2010). They performed worse after they had
completed a “depleting” task as compared to the nondepleting control task. In
contrast, participants led to endorse the nonlimited theory showed no drop in
self-control performance following the initial “depleting” task as compared to an
undemanding task. Thus, manipulated theories about willpower showed parallel
effects on self-control performance as measured theories.

An artificial aspect of most laboratory research on self-control including the
above-mentioned studies is that they assess performance on a single self-control
task rather than sustained effort and success over time. A further study tested
whether willpower theories might predict people’s sustained efforts over the course
of a challenging learning task (Miller et al., 2012). Participants completed the
biased questionnaire that manipulated their theory about willpower. They then
engaged for 20 min with a demanding task widely used to improve working
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memory. Although all participants learned effectively at the beginning of the task,
improving their performance over the first half of the task, participants led to think
of willpower as a limited resource stalled over the second half of the task, whereas
those in the nonlimited theory condition sustained their learning and improvements
in performance over the full task.

These laboratory experiments indicate that reduced performance after previous
self-control exertion (i.e., “ego depletion”) results not from a true lack of resources
but from people’s beliefs about their self-control capacity. They raise important
questions. First, many goals in the real-world demand sustained self-control. Can
implicit theories about willpower affect the extent to which people accomplish their

Table 2 Biased questionnaires to manipulate implicit theories about willpower (Job et al., 2010)

Induction of limited-resource theory

1. When you think over a matter with great concentration, it can be sometimes tiring

2. Working on a strenuous mental task can make you feel tired much so that you need a break
before accomplishing a new task

3. When you have to do many demanding activities for a while, you eventually get exhausted and
less productive

4. Sometimes, when you completely focus your attention on a demanding mental activity, you
feel tired and you need a break sooner or later since your resources have to be refilled

5. After you have been working on a strenuous mental task for several hours, you can get
fatigued so that you need to rest before taking on the next challenging activity

6. Strenuous mental activity sometimes exhausts your resources, which you need to refuel
afterward (e.g., through breaks, doing nothing, watching television, eating…)

7. After a strenuous mental activity, your energy can be depleted and you sometimes must rest to
get it refuelled again

8. Sometimes, when you have completed a very exhausting mental activity, you have to recover
your mental energy again before starting with the same concentration on a new difficult task

Resisting temptations

1. Sometimes, it can be very inspiring to think over a matter with great concentration

2. When situations accumulate that challenge you with temptations, it gets more and more
difficult to resist the temptations

3. It can be energizing to be completely focused on a demanding mental activity, so that you are
able to remain concentrated for a while

4. Sometimes, it is energizing to be fully absorbed with a demanding mental task

5. It can be energizing to be completely focused on a demanding mental activity, so that you can
remain concentrated for a long time

6. Sometimes, your mental stamina fuels itself. After a strenuous mental exertion you can
continue doing more of it

7. It is possible to be in such a productive work mode that you do not need much recreation
between different mentally strenuous tasks

8. Working on a strenuous mental task can activate your mental resources and you become even
better at accomplishing subsequent demanding tasks
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goals and flourish in their daily lives? And second, what mechanisms underlie the
effects of willpower theories on sustained self-control?

Effects of Lay Theories About Willpower in Everyday Life

The strength model of self-control suggests that understanding the limits of
self-control capacity should help people use their limited resources wisely and
therefore predict better self-regulation and well-being. People with a nonlimited
theory, by contrast, may overuse their resources and suffer from severe depletion
when high demands accumulate (Vohs, Baumeister, & Schmeichel, 2012).
However, in contrast to this view, we hypothesized that a limited-resource theory
leads people to let up on self-control efforts long before they have reached any
actual limit. If so, they may reduce their effort on everyday tasks and fail to
accomplish their goals, especially when they face high demands. But people with a
nonlimited theory might better sustain their efforts, improving their everyday
self-regulation.

Everyday Self-regulation

In a first longitudinal study (Job et al., 2010, Study 4), we tracked college students
across three time points over an academic term, the last of which was during final
exams. The results showed that only students who endorsed a limited-resource
theory (assessed with the strenuous mental activity and the resisting temptations
scale) self-regulated less effectively at the stressful final time point, for instance
reporting procrastinating more and eating more junk food controlling for baseline
self-regulation.

This study simply assumed that self-regulatory demands were high for all stu-
dents as final exams approached. A second study examined the level of
self-regulatory demands each student reported on a week-by-week basis so as to
distinguish students who faced high demands from those who faced lower demands
(Job, Walton, Bernecker, & Dweck, 2015). As predicted, although students with
limited and nonlimited willpower theories faced similar levels of self-regulatory
demands, only those with a limited theory showed increasing self-regulation fail-
ures (e.g., procrastination, junk food eating, bad time management) as demands
increased. In addition, this study assessed students’ end-of-term grade point average
(GPA). Among students who took a heavy course load, students with the non-
limited theory earned higher grades than students with the limited theory.

A recent study extended these findings to people with diabetes, who face par-
ticularly high and significant self-control challenges (Bernecker & Job, 2015a). To
control their blood sugar levels, people with diabetes have to adhere to a complex
regimen involving regular blood sugar testing, medication, a low-glycemic diet, and
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exercise throughout their entire life (Boule, Haddad, Kenny, Wells, & Sigal, 2001;
Brand-Miller, Petocz, Hayne, & Colagiuri, 2003). Would lay theories about will-
power predict how well patients adhere to their therapy? In a correlational study,
type 2 diabetes patients completed three theories about willpower scales (resisting
temptations, physical activity, strenuous mental activity) and measures assessing
therapy adherence (i.e., blood glucose monitoring, diet, exercise) and psychological
adjustment (i.e., emotional distress, well-being, life quality). As predicted, partic-
ipants with a limited theory reported fewer self-care activities (full scale), a less
healthy diet (resisting temptations scale), and less physical activity (physical
activity scale) than people with a nonlimited theory. They also reported more
emotional distress from the disease and experienced less subjective well-being and
reported a worse life quality. The belief that willpower is nonlimited seems to be
more adaptive for coping with the demands that arise from managing diabetes than
the belief that willpower is limited.

Personal Goal-Striving and Well-Being

Another important context of self-regulation involves the personal goals people set
for themselves, and their success in accomplishing them. For instance, a person
may have the goal to be admitted to a specific college or to lose ten pounds of
weight. Personal goals are conscious representations of anticipated end-states. They
represent what people strive for and want to achieve in life (Emmons, 1986;
Klinger, 1977; Little, 1983). Several theorists propose that having goals and
striving for and achieving them is crucial for the development and maintenance of
well-being, because goals provide meaning, structure, and direction to a person’s
life as well as, when completed, a sense of accomplishment (Brunstein, 1993;
Diener, Suh, Lucas, & Smith, 1999; Emmons, 1986; Maier & Brunstein, 2001).

In early research on personal goal-striving, Mukhopadhyay and Johar (2005)
showed that measured and manipulated beliefs about self-control as depending on a
limited or a nonlimited resource and as either malleable versus fixed affected the
number of New Years’ resolutions people set. People who thought that self-control
is not limited set more New Years’ resolutions. Moreover, a second study showed
that manipulating lay theories about willpower affected people’s success in the
keeping of their resolutions. Participants led to view willpower as dependent on a
limited resource were less likely to succeed 4 months later, especially if they had set
difficult goals. It seems that they were more likely to give up in the face of diffi-
culties or setbacks.

To examine more directly whether lay theories of self-control predict goal
attainment most when demands accumulate, one of the above-mentioned longitu-
dinal studies (Job et al., 2010, Study 4) assessed self-regulation with respect to a
personal achievement goal. At the first assessment period, students listed a personal
goal that involved challenge and achievement. People were asked at each subse-
quent time point over the term how well they had regulated themselves in pursuing
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this goal (e.g., “I was often not in the mood to do something for this goal”). As
predicted, during the demanding final exam week, students who had a limited
theory about willpower reported worse goal-related self-regulation than students
with a nonlimited theory. Another study found that with a limited-resource theory
even demands experienced on a day-to-day basis can undermine self-regulatory
efforts toward personal goals (Bernecker & Job, 2015b).

If people with a nonlimited theory make more progress toward their personal
goals, do they experience greater well-being? In another set of studies, we first
found a strong relationship between theories about willpower and life satisfaction as
well as affective well-being (Bernecker, Herrmann, Brandstätter, & Job, 2017). The
more people endorsed a nonlimited theory about willpower, the greater was their
subjective well-being. Next, a longitudinal study tested whether willpower theories
predicted change in subjective well-being over students’ first year in college. As
expected, a limited theory about willpower predicted a decline in subjective
well-being from a period with low demands (i.e., the beginning of the first year) to a
period with high demands (i.e., final exams at the end of the first year). Another
longitudinal study replicated this finding using a daily diary method and, moreover,
showed that the gains in well-being for people with a nonlimited theory of will-
power were mediated by more effective goal-striving and more progress toward
personal goals over the course of the term (Bernecker et al., 2015, Study 3). These
findings show that a nonlimited theory of willpower does not just help people
accomplish tasks in the face of demands. It does not just make people better
workers. It helps people accomplish goals—people’s own priorities for their lives—
and this improves their well-being.

Mechanisms

How does a limited theory about willpower undermine people’s efforts at
self-control, especially as demands accumulate? So far, several potential mecha-
nisms have been explored: perceived exhaustion, sensitivity to cues about the
availability of resources, activation of the goal to rest, and self-efficacy.

Perceived Exhaustion

The first evidence that perceived exhaustion may play an important factor came
from a series of experiments conducted by Clarkson and colleagues, which found
that a manipulation of the exhaustion people perceived in a previous task affected
subsequent self-control performance, whereas actual self-control exertion did not
(Clarkson, Hirt, Jia, & Alexander, 2010). Does a limited theory about willpower
make people experience self-control exertion as more exhausting, and is this what
reduces subsequent performance? To test this question, we assessed perceived
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exhaustion (“How exhausting was the task?”) in a study manipulating implicit
theories about willpower (Job et al., 2010, Study 3). Even though the manipulation
affected subsequent self-control performance, it had no effect on the degree to
which people perceived the “depleting” task as exhausting (see also Job, Bernecker,
Miketta, & Friese, 2015). Instead, willpower theories affected how people
responded to the experience of exhaustion. People in the limited willpower theory
condition responded to feelings of exhaustion with decrements in their subsequent
self-control performance. The more exhausting they found the first task, the worse
they performed on the second task. This was not the case for people in the non-
limited theory condition. Although they found the “depleting” task just as
exhausting, for them, feelings of exhaustion were not a reason to let up on their
self-control efforts. A limited-resource theory seems to attune people to experiences
of exhaustion, and to take this as a sign to let up.

Sensitivity to Cues About the Availability of Resources

If people with a limited-resource theory are sensitive to perceived exhaustion, are
they sensitive to cues about the availability of mental resources more generally?
This resource sensitivity hypothesis is supported by another set of studies, which
link theories about willpower to the finding that ingested glucose, too, buffers the
ego depletion effect (Job et al., 2013).

Previous research showed that ingesting glucose can improve self-control per-
formance and buffer ego depletion (DeWall, Baumeister, Gailliot, & Maner, 2008;
Gailliot et al., 2007). Research suggests, however, that ingested glucose does not
simply restore depleted energy resources and directly fuel performance (Kurzban,
2010). In contrast, peripheral sensory receptors in the mouth and digestive system,
which are sensitive to glucose, can activate reward regions in the brain and increase
motivation (Chambers, Bridge, & Jones, 2009; Kringelbach, 2004; Kurzban, 2010).
Merely rinsing the mouth with glucose, as compared to a sugar substitute, improves
physical performance and mitigates ego depletion (Hagger & Chatzisarantis, 2013;
Molden et al., 2012; Sanders, Shirk, Burgin, & Martin, 2012). Thus, people who
have ingested glucose may perform better because these peripheral cues signal the
availability of energy, motivating them to sustain effort on difficult tasks. If a
limited-resource theory sensitizes people to cues about the availability of resources,
then theories about willpower may moderate the effect of glucose on subsequent
self-control performance.

Three experiments found evidence for this hypothesis (Job et al., 2013).
Replicating past research, people who reported holding a limited-resource theory, or
who were induced to hold this theory, showed improved self-control performance
following an initial demanding task when they had consumed glucose (lemonade
with sugar) rather than a substitute (lemonade with a sugar substitute). Yet, people
with a nonlimited theory showed no such benefit. They performed well regardless
of whether they consumed the sugar or the nonsugar drink. This was the case even
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though participants could not reliably distinguish the sugar from the nonsugar drink
in their self-reports. The results provide further evidence that self-control does not
rely on a limited physiological resource that is depleted by even brief acts of
self-control and is restored by glucose consumption (Gailliot & Baumeister, 2007;
Gailliot et al., 2007; see Kurzban, 2010; Molden et al., 2012). Instead, a
limited-resource theory attunes people to cues about the availability of resources,
including cues below conscious awareness. They further document how top-down
beliefs interact with bottom-up physiological information to influence people’s
self-regulatory success.

Activation of a Rest Goal

If a limited-resource theory attunes people to cues to their internal states (perceived
exhaustion) and the availability of self-control resources (glucose), does it also activate
the goal to rest following self-control exertion? This hypothesis is consistent with the
processmodel of self-control (Inzlicht&Schmeichel, 2012; Inzlicht et al., 2014),which
proposes that after people exert self-control, they are no longer motivated to exert
themselves and this is why people perform worse on subsequent self-control tasks.

Because it is well documented that people possess limited introspective abilities
that often lead to invalid self-reports about inner motivational states (e.g., Silvia &
Gendolla, 2001; Wilson & Dunn, 2004) a series of studies assessed motivational
shifts after “depletion” using indirect implicit and behavioral indicators, including
reaction times (RTs), object evaluations, and actual resting (Job, Bernecker,
Miketta, & Friese, 2015; Job, Walton, Bernecker, & Dweck, 2015).

In one study, we tested whether people with a limited-resource theory would
value means to reach the goal to rest more strongly once they were “depleted”. We
assumed that after engaging in a self-control task they would evaluate objects that
are helpful for resting (bed, sofa, hammock, cup of tea, bathtub, TV screen) more
positively (see Ferguson & Bargh, 2004; Fishbach, Shah, & Kruglanski, 2004).
After reporting their theories about willpower and completing the depletion
manipulation, participants were asked how much they liked both objects relevant to
rest and objects relevant to physical or mental exertion (barbell, racing bicycle,
punching bag, treadmill, sneakers, Sudoku puzzles). As predicted, in the high-
“depletion” condition, the more people endorsed the limited-resource theory, the
more highly they evaluated rest-conducive objects, and the more they devalued
objects conducive to physical and mental exertion. Willpower theories were not
related to evaluations in the low depletion condition. After self-control exertion, a
limited-resource theory both inclines people to value rest and recovery and disin-
clines activities that involve effort and exertion. A second study found the same
result after manipulating theories about willpower, confirming their causal effect
(Job, Bernecker, Miketta, & Friese, 2015, Study 3).

If people with a limited-resource theory want to rest, do they rest more if given the
chance? In additional studies, a limited-resource theory—both measured and manip-
ulated—led people to rest longer following a “depleting” experience before continuing
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with another task. In one study, only participants randomly assigned to a limited theory
condition and to a high depletion condition took an excessively long time to complete
an ostensible “product-tasting” task in which they could lounge in comfortable chairs
following the depletion task (Job, Bernecker, Miketta, & Friese, 2015, Study 5).

These data show that the belief that willpower depends on a limited resource
causes a motivational shift toward rest following the exertion of self-control. The
findings are consistent with the process model of self-control, which denies the
existence of a specialized self-control resource and explains ego depletion effects
through shifts in motivation and attention (Inzlicht & Schmeichel, 2012; Inzlicht
et al., 2014). That model postulates that after having expended effort in a strenuous
task, people are less motivated to expend further effort. Our research adds an
important specification: Only people who think, or are led to think, that self-control
relies on a limited resource show the motivational shift toward rest.

Changes in Self-efficacy

A recent line of research suggests changes in self-efficacy as a further mechanism
underpinning the effects of lay theories of willpower on self-control. Self-efficacy is
the “judgment of how well one can execute courses of action required to deal with
prospective situations” (Bandura, 1982, p. 122). People tend to prefer to engage
effort in tasks that they perceive themselves to be good at and to withdraw from
tasks that seem difficult to them. Chow et al. (2015) proposed that when people
exert self-control their self-efficacy for upcoming tasks is temporarily reduced,
which impairs further performance. Moreover, they suggest, this reduction in
self-efficacy occurs only in people with a limited-resource theory. People with a
nonlimited theory about willpower should not react to self-control exertion with
reduced self-efficacy because for them exerting self-control does not imply a lack of
available resources (Chow et al., 2015).

Three experiments supported this theorizing. First, they showed that people
depleted by an initial challenging self-control task reported reduced self-efficacy to
exert further self-control. A second study confirmed that this reduction in
self-efficacy mediated the effect of depletion on subsequent self-control perfor-
mance. Finally, a third experiment confirmed that only people with a limited theory
about willpower showed this drop in self-efficacy following self-control exertion.
Moreover, the drop in self-efficacy mediated the moderating effect of a limited
willpower theory on subsequent self-control performance (Chow et al., 2015).

Relations Among Mechanisms

So far different research lines explored three different mechanisms explaining why a
limited theory about willpower leads to reduced self-control when demands
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accumulate. It is likely that these processes interact. For instance, the inference that
cues (e.g., feelings of exhaustion, lack of sleep, time since last snack) signal a lack
of needed resources sets off two motivational shifts: 1) a feeling of reduced
self-efficacy (“I can’t do more”) and the activation of a rest goal (“I want to rest”).
Thus there may be a reciprocal relationship between these processes dragging down
people’s willingness and perceived ability to exert self-control. It is a task for future
research to examine these concurring processes and to integrate them into a com-
prehensive model.

Boundaries and Possible Negative Consequences

The findings we have presented thus far suggest that a nonlimited theory about
willpower is more beneficial than a limited theory about willpower, both in labo-
ratory self-control tasks and in everyday self-regulation, goal-striving, and
well-being. Could a nonlimited theory be counterproductive in some circumstances?

Overuse of Resources

Vohs et al. (2012) hypothesized that a nonlimited theory may lead people to
“overuse” resources, temporarily compensating for depleted resources, and thus
improve self-control performance in the face of mild or moderate self-control
demands but not in the face of high demands. In a laboratory experiment, they
compared a “no depletion” condition (no initial self-control tasks), a “mild deple-
tion” condition (two initial self-control tasks), and a “severe depletion” condition
(four initial self-control tasks). Theories about willpower were manipulated with the
biased questionnaire. First, the study replicated our previous findings: In the “mild
depletion” condition participants led to think of willpower as a nonlimited resource
sustained a high level of performance. But in the “severe depletion” condition, there
was no positive effect of a nonlimited theory. Moreover, on one of two measures of
self-control performance, the effect reversed. Participants in the severe depletion
condition performed worse when they had been led to think of willpower as non-
limited. Vohs and colleagues concluded that a nonlimited theory can be counter-
productive. Thinking that willpower is nonlimited, they suggest “might undermine
the normal tendency to conserve resources so that people find themselves severely
depleted after multiple tasks” (Muraven, Shmueli, & Burkley, 2006, p. 186).

As a laboratory session wears on, however, many factors beyond people’s
self-control capacity may affect their willingness to exert further effort on tasks of
little personal relevance. People in the severe depletion condition may simply have
been unwilling to exert further effort on such tasks, regardless of their willpower
theory. Indeed, a nonlimited theory about willpower would not be functional if it led
people to engage on a high level with every task that came along regardless of its
value or purpose. Future research may distinguish the capacity to exert self-control
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from the value or meaning of a task to the self, for instance by comparing tasks of
personal relevance to those without. However, from our perspective the critical test
of the functionality of willpower theories comes from field studies examining
people’s efforts to accomplish their own goals in their daily lives. As discussed
earlier, examining students’ self-regulatory success in a demanding academic
environment was predicted by a nonlimited theory, especially when they faced the
greatest demands (Job, Walton, Bernecker, & Dweck, 2015). Further, among people
with type 2 diabetes who face high and significant self-regulatory demands, the
nonlimited theory predicted greater therapy adherence (Bernecker & Job, 2015a).

Of course, it is possible that alternative processes may arise when people face
extreme physical or psychological circumstances (e.g., torture). As we have
emphasized, a nonlimited theory is not an unlimited theory. The belief that will-
power is not limited does not imply that people think they can continue to control
themselves and exert effort indefinitely without needing to rest, sleep, or eat. What
research on implicit theories shows is that, as compared to the belief that willpower
relies on a limited resource, the belief that willpower does not rely on a limited
resource simply helps people stay engaged for longer during the normal range of
challenges they face in their daily lives. Put the other way: the limited-resource
theory undermines people’s self-control success by leading people to reduce effort
and conserve their “resources” long before they reach any true limits.

Interpersonal Consequences

Most research on theories of willpower has examined people’s efforts to accomplish
their own goals. But if a person believes that willpower does not rely on a limited
resource, do they expect more not only from themselves but also from others? If
other people fail to meet these expectations, are nonlimited theorists less under-
standing and harsher in their judgments? Although not examining limited-resource
beliefs, one line of research found that peoples’ beliefs about willpower as either
malleable or a fixed trait (measured and manipulated) predicted harsher judgments
of people with salient self-regulatory failures (e.g., to quit smoking, to lose weight;
Freeman, Shmueli, & Muraven, 2013). However, high expectations can also be
helpful in promoting people’s performance—when these expectations are com-
municated in positive, growth-oriented ways (e.g., Cohen, Steele, & Ross, 1999;
Lepper, Woolverton, Mumme, & Gurtner, 1993). Future research can examine how
individuals can communicate a nonlimited theory about willpower in ways that
support and improve other people’s self-control.
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Consequences for Parenting

Mukhopadhyay and Yeung (2010) examined how lay theories about self-control
affect parenting. They theorized that parents who think of willpower as not reliant
on a limited resource would not sufficiently prioritize the development of
self-control skills in their children. They reasoned that “the belief that reserves of
self-control are already large may lessen the value of further developing these
reserves” (p. 242). Accordingly, they expected that parents with a limited theory
about willpower, who in addition believe that the limited capacity can be enlarged
(limited, but malleable theorists), would engage more in behaviors that help
develop children’s self-control as compared to parents with a nonlimited theory.
Indeed, a series of studies showed that parents who believed that willpower relies
on a limited resource but is malleable were more likely to restrict unhealthy
snacking and fast-food consumption in their children as compared to
nonlimited-malleable theorists. They were further more likely to choose educational
television programs for their children. A manipulation of theories about self-control
(nonlimited vs. limited/fixed vs. limited/malleable) further confirmed their causal
effect. Adults who led to believe that self-control does not rely on a limited resource
were more likely to choose gifts for a child that provided instant pleasure. But
adults led to believe that self-control is limited but malleable chose gifts that were
more educational. They were further convinced that their choice would have a
positive effect on the child’s development. People with a nonlimited theory did not
emphasize the development of children’s self-control in their choice. Apparently,
they did not think it necessary to foster the development of self-control.

An important question concerns whether these behaviors, which were showed by
parents with a limited-malleable theory, are effective in promoting improved
self-control in children. Specifically, it is not clear whether restricting children’s
food and toy-related choices, promotes the development of self-control. Could
restricting a child’s freedom give the child fewer opportunities to learn to restrain
him or herself and, hence, rather undermine the development of self-control?

An additional question involves the transmission of beliefs about willpower from
parents to children, and whether specific kinds of acts or ways of talking about
willpower in parents foster harmful beliefs in children about willpower (see
Gunderson et al., 2013; Haimovitz & Dweck, 2016). It is also important to keep in
mind that the nonlimited willpower theory helps people exert self-control especially
in the face of challenge, and this predicts better interpersonal outcomes (e.g., Moffitt
et al., 2011; Tangney, Baumeister, & Boone, 2004). Indeed, being able to control
one’s impulses and regulate one’s emotions in the face of high demands may be
particularly crucial in challenging parenting situations and therefore contribute to
relationship quality and functional parenting (Deater-Deckard, 2014; Valiente,
Lemery-Chalfant, & Reiser, 2007).
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Future Directions: Exploring the Antecedents of Willpower
Theories

So far, most research on implicit theories about willpower has focused on their
behavioral consequences in the laboratory and the field and mechanisms that
explain these effects. Yet, little is known about their cultural, social, and devel-
opmental antecedents. Where do willpower theories come from?

Social Learning

Previous theoretical and empirical work suggests that one factor that shapes chil-
dren’s motivational beliefs, expectations, and values are their parent’s beliefs
(Eccles, 1993; Haimovitz & Dweck, 2016; Simpkins, Fredricks, & Eccles, 2012).
For example, Simpkins et al. (2012) showed that when parents value a certain
domain, like sports or literature, their children are more likely to develop an interest
in that domain, too. How do parents’ beliefs about willpower affect their children’s
beliefs?

According to social learning theory (Bandura, 1971; Bandura & Walters, 1963;
Olson & Dweck, 2008), learning is a cognitive process that is tied to the social
context of a person. One crucial element of this process is the observation of other
people’s behavior. Accordingly, children acquire knowledge about social norms by
observing what their parents and other adults do, when they do it, and what con-
sequences arise from this behavior. With regard to children’s beliefs about will-
power, we would assume that being raised by a person with a limited theory about
willpower exposes a child to numerous adult behaviors implying that the capacity to
exert effort is limited and that periods of hard work have to be followed by rest and
recovery. As described above, we have found that people with a limited-resource
theory strive for rest and recovery once they have exerted self-control (Job,
Bernecker, Miketta, & Friese, 2015). Do parents with a limited theory rest more
after they have exerted themselves as compared to parents with a nonlimited the-
ory? Do they talk more about the need to rest after they have worked hard?

Previous research further shows that parents communicate their theories of
intelligence in what they say to a child and by praise and feedback they provide to a
child’s performance (Gunderson et al., 2013; Haimovitz & Dweck, 2016; Mueller
& Dweck, 1998). Do parents with a limited theory communicate to their child,
explicitly or implicitly, that their child needs to rest after having worked hard (“You
deserve a break!”)? If so, do children of parents who have a limited theory infer that
one has to rest after (demanding) work before being able to function well again?
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Cultural Background

A recent series of studies (Savani & Job, in press) explored cross-cultural differ-
ences in willpower theories, which might inform their cultural roots. We found that
in the United States, people tend to endorse a limited theory about willpower.
Interestingly, in India, a country with a strong self-control tradition, we found the
opposite—people tended to believe that completing strenuous mental tasks is
energizing. Moreover, Indians exhibit a reversed ego depletion effect. They per-
formed better after an initial demanding task, especially if they endorsed a non-
limited theory of willpower—that is, who believed that exerting self-control is
energizing.

These cultural differences could have their roots in philosophical traditions.
Numerous religious traditions originating in India, including Hinduism, Jainism,
and Buddhism, advocate the frequent exertion of self-control not just for monks and
nuns but for lay people in their daily lives (Bronkhorst, 1993; Mosher, 2005; Walsh
& Shapiro, 2006). Characteristics of the Indian schooling system as compared to the
US might further contribute to the cross-cultural differences in theories about
willpower. The workload of students in India is considerably higher than in the US
putting less emphasis on breaks and times for recovery (Larson & Verma, 1999;
Verma, Sharma, & Larson, 2002). Such a practice communicates to students that
sustained mental effort is possible.

Future research should systematically investigate cultural differences in will-
power beliefs and the socio-cultural mechanisms that perpetuate them. An inter-
disciplinary approach, including sociological and/or historical perspectives may
generate knowledge of both theoretical and practical relevance. Indeed, research on
the origins of willpower beliefs could inform, for instance, educational reforms and
social policies on how to promote the development of nonlimited willpower the-
ories in children and adults.

Interventions

Although a limited-resource theory might be functional in some situations, the
accumulated evidence documents its costs. When people face high self-control
demands those with a limited theory show impaired self-regulation, goal attainment,
and well-being. An important direction for future research is to develop interven-
tions that can help people adopt a nonlimited theory about willpower and
self-regulate more effectively when they face high demands, such as in challenging
academic programs or when a chronic disease requires a careful lifestyle change.
Indeed, how to improve people’s self-regulatory outcomes is a pressing issue
(Diamond, 2012; Duckworth, Grant, Loew, Oettingen, & Gollwitzer, 2011).

Previous field-experiments show that it is possible to change people’s implicit
theories about intelligence and personality in field settings, with beneficial conse-
quences including for academic performance (Aronson, Fried, & Good, 2002;
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Blackwell, Trzesniewski, & Dweck, 2007; Paunesku et al., 2015; Yeager et al.,
2016) and social outcomes (e.g., Yeager, Trzesniewski, & Dweck, 2013). Such
interventions give people information (e.g., scientific reports) about the nature of
human qualities and help them internalize this information using powerful per-
suasive techniques, such as “saying-is-believing” exercises in which people advo-
cate for the intervention message to others (see Aronson, 1999; Yeager & Walton,
2011). Could this approach change people’s beliefs about willpower?

An important caution is that it would not be fruitful for people to infer that
self-control is easy—that they have ample resources to resist temptation, say, and
thus need not take normal steps to make self-regulation easier (e.g., putting the
cookies on a high shelf). Ironically, simply learning that willpower is stronger than
one might have supposed could backfire. People could feel encouraged to put
themselves in situations they are ill-equipped to deal with (e.g., keeping temptations
close at hand in the belief that they will be able to resist them indefinitely).

In a currently ongoing project, we have started to develop such an intervention.
In a first study, participants did not learn that willpower is ample. Instead, materials
emphasized that how you think about willpower matters, and you can choose how
you think about it. They then thought of a person who struggles with willpower,
and wrote a letter of advice to this person describing these ideas. In a first ran-
domized field experiment with students enrolled in their first year at the university,
we found that, for students who faced high academic demands, the intervention
improved their academic self-regulation (i.e., time spent on academic tasks) and
semester grades (Job, Flückiger, Bernecker, Lieb, & Mata, 2017). This gain was
found relative to a control group exposed to parallel but psychologically neutral (in
terms of theories about willpower) material that addressed time management. Thus,
when confronted with high demands, students in the nonlimited willpower theory
condition were able to scale up their academic effort to achieve greater success.
Although these results are promising, many questions remain. Can such an inter-
vention produce long-term change in people’s willpower theories and
self-regulatory success? If so, what recursive processes contribute to lasting
change? Can such an intervention be scaled-up to benefit a wide population? Can it
be adapted to help non-student populations that face specific challenges, such as
people trying to make lifestyle changes to manage a chronic disease?

Conclusion

Research on lay theories on self-control suggests that one reason people may fail to
control themselves or have trouble reaching their personal goals involves their
beliefs about self-control resources, not a true lack of resources. This approach does
not deny that a person is in part an energy-based system. Obviously, people need
food to function well, they get tired, and they need sleep. But in the normal range of
self-regulatory demands people face in everyday life there is not a narrow
energy-based constraint on self-control capacity. However, in a social and cultural
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context that promulgates the belief that willpower depends on a highly limited
resource—including in the strength model of self-control itself—people can easily
believe in such a constraint, and thus attend and respond to minor fluctuations in
their available resources. This belief then itself limits people’s willpower.

Although research on willpower theories began as an alternative view of ego
depletion, it extends beyond a mere critique of the strength model. Not only does it
suggest that ego depletion is not an inevitable state determined by basic physio-
logical processes. It further informs our understanding of processes, including
self-efficacy and rest-goal activation, which contribute to self-regulatory perfor-
mance, personal goal-striving, and well-being when self-regulatory demands arise.
Thus, it brings top-down processes back into focus in self-regulation research, and
shows that seemingly fixed, physiological principles can, at least in part, be created
and modulated by people’s beliefs and expectations.
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What Are People’s Lay Theories About
Mind Wandering and How Do Those
Beliefs Affect Them?

Claire M. Zedelius and Jonathan W. Schooler

Many of the thoughts that pass through our minds each day are disconnected from
the here and now. While we may seem engaged with our current activity or
environment—our eyes scanning a page of text or locking with those of a con-
versation partner—our attention is often directed inwardly, to thoughts about cur-
rent concerns, future plans, or fantasies. These types of thoughts, studied under the
(somewhat interchangeably used) terms stimulus- or task-unrelated thoughts, de-
coupled thought, daydreaming, and mind wandering (e.g., Antrobus, 1968; Singer
& Schonbar, 1961; Smallwood & Schooler, 2006), are often spontaneous and
unsolicited (Seli, Carriere, & Smilek, 2014; Seli, Risko, Smilek, & Schacter, 2016),
yet occupy an astonishing 30–50% of our waking life (Kane et al., 2007;
Killingsworth & Gilbert, 2010; Klinger & Cox, 1987; McVay, Kane, & Kwapil,
2009), with far-reaching and often negative consequences for our performance (see
Mooneyham & Schooler, 2013 for a review), mood (Franklin et al., 2013;
Killingsworth & Gilbert, 2010), and safety (e.g., Galera et al., 2012). Sometimes
stimulus-unrelated thoughts have an intrusive character. Intrusive thoughts tend to
be repetitive and revolve around fears or traumatic events (Clark & Rhyno, 2005).
Like normal mind wandering, intrusive thoughts are highly common among healthy
individuals (Clark & Rhyno, 2005), but they are also a hallmark feature of a
surprising range of disorders, including depression, generalized anxiety disorder,
insomnia, obsessive–compulsive disorder (OCD), and posttraumatic stress disorder
(PTSD; Clark, 2005; Davies & Clark, 1998). Given the ubiquity and impact of
stimulus-unrelated thoughts among healthy individuals, and the role the intrusive
variant of such thoughts seems to play in a variety of disorders, an important
question, which we will examine in this chapter, is: how do ordinary people make
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sense of such thoughts? That is, what do we know about the character and the
consequences different lay theories about stimulus-unrelated thoughts?

Why Lay Theories Matter

Lay theories are beliefs (also referred to as naïve theories, implicit theories, folk
theories, meta-cognitive beliefs, or mindsets) that function as a “lens” through
which people interpret events and make sense of their own and other people’s
behavior (Dweck, Chiu, & Hong, 1995). Lay theories also inform people’s pre-
dictions about the consequences of their own behavior and the kind of behavior that
can be expected from other people. What distinguishes lay theories from scientific
theories is that lay theories are not necessarily explicit, and typically not rigorously
formulated (Heider, 1958). Nonetheless, when asked, people usually have no dif-
ficulty reporting on their lay theories (see Plaks, Levy, & Dweck, 2009). What lay
theories have in common with scientific theories is that they often divide people
into different camps. And which “camp” somebody is in can influence the person’s
behavior in important ways (e.g., see Burnette, O’Boyle, VanEpps, Pollack, &
Finkel, 2013, for a meta-analytic review).

Consider the following example from research on lay theories in the domain of
willpower: A popular lay theory about willpower (e.g., Job, Dweck, & Walton,
2010; Job, Walton, Bernecker, & Dweck, 2013, 2015; Martijn, Tenbült,
Merckelbach, Dreezens, & de Vries, 2002), which—perhaps not coincidentally—is
echoed in influential scientific theories (e.g., Baumeister, Vohs, & Tice, 2007;
Gailliot et al., 2007; Muraven & Baumeister, 2000), holds that willpower relies on a
finite biological resource that becomes “depleted” with use (and can be replenished
by consuming glucose). Laypeople do not necessarily formulate the theory in quite
these terms, but they may say that activities that demand a lot of willpower from
them will leave them feeling “exhausted” or “drained” (and perhaps in need of a
sugary snack), and that they are unable to exert any more willpower until they have
rested or “refueled”. There is indeed evidence that exerting willpower causes a
temporary state akin to depletion that can be reverted by glucose ingestion (see
DeWall, Baumeister, Gailliot, & Maner, 2008; Gailliot & Baumeister, 2007;
Gailliot et al., 2007; Gailliot, Peruche, Plant, & Baumeister, 2009; Hagger, Wood,
Stiff, & Chatzisarantis, 2010). However, it has been found that this is true only for
individuals who believe in the limited resource-theory. Those who do not believe in
the theory show no depletion effect after exerting willpower (Carter, Kofler, Forster,
& McCullough, 2015; Martijn et al., 2002; Job et al., 2010, 2013, 2015). Thus, the
lay theory that willpower is a limited resource appears to affect people’s actual
behavior by way of a self-fulfilling prophecy. This example powerfully illustrates
how important it is that we make lay theories an integral part of our scientific
theories. If we fail to take into account people’s beliefs about how they will think,
feel, and behave in certain contexts, we can potentially derive incorrect or
incomplete scientific theories about human cognition and behavior.
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In the current chapter, we apply our focus on lay theories to the study of
spontaneous stimulus-unrelated and intrusive thoughts. Over the last couple of
decades, much progress has been made in gaining a better understanding of when
people’s minds wander off towards stimulus- or task-unrelated thoughts, what brain
areas are involved in such mind wandering (e.g., Fox, Spreng, Ellamil,
Andrews-Hanna, & Christoff, 2015), and what positive and negative consequences
it has (e.g., Mooneyham & Schooler, 2013; Schooler et al., 2014). Only very
recently have studies started to examine what kinds of beliefs laypeople have about
this common experience, and how these beliefs may affect their tendency to mind
wander. With regard to intrusive thoughts, there is a somewhat longer tradition of
research focusing specifically on lay theories. This chapter brings together these
different lines of research and gives an overview over their current state. First, we
will discuss what kinds of—accurate or biased—lay theories people have about the
frequency and meaning of spontaneous stimulus-unrelated thoughts. Next, we will
focus on a key dimension that appears to be central to many lay theories: con-
trollability. People are highly attuned to distinguishing between events and abilities
that are under their personal control and events that lie outside of one’s control
(D’Andrade, 1987; Heider, 1958; Malle & Knobe, 1997; Molden & Dweck, 2006;
Plaks, Grant, & Dweck, 2005). Recent evidence, which we will review in detail
below, suggests that the extent to which people believe they have control over their
tendency to mind wander affects how much they actually do so—similar to the
self-fulfilling prophecy effect observed in the domain of willpower. Drawing on
clinical psychology literature, we will also explore the impact of lay theories in the
context of intrusive thoughts. There is extensive evidence that people’s beliefs
about the meaning and consequences of intrusive thoughts affect how people react
to the occurrence of these thoughts. Particularly beliefs about the necessity to exert
control over intrusive thoughts appear to play a key role in the development and
maintenance of clinical disorders involving intrusive thoughts. Finally, we will
discuss some future directions, focusing particularly on ways in which it may be
possible to challenge or change people’s theories about stimulus-unrelated
thoughts.

How Much Mind Wandering Is Normal?

It is safe to say that most people mind wander a lot. Experience-sampling studies, in
which participants are probed (e.g., via smart phones) at pseudo-random moments
during their normal everyday activities, have consistently found that people mind
wander circa 40% of the time (Cameron & Giuntoli, 1972; Franklin et al., 2013;
Killingsworth & Gilbert, 2010; Klinger & Cox, 1987; Risko, Anderson, Sarwal,
Engelhardt, & Kingstone, 2012). This figure is consistent with mind-wandering
rates found during live or recorded lectures (Risko et al., 2012; Schacter & Szpunar,
2015; Wammes, Seli, Allan, Boucher, & Smilek, 2016), and during laboratory
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experiments, in which participants are probed while performing reading, vigilance,
or working memory tasks (e.g., Giambra, 1989, 1995; Grodsky & Giambra, 1990;
McVay & Kane, 2009, 2010; McVay et al., 2009).

Procedures for assessing mind wandering vary between studies. Most typically,
participants are probed at different times during their current activity and simply
asked whether or not they were mind wandering just prior to being probed.
Sometimes, participants are also asked to self-initiate a report whenever they notice
that their mind has wandered off task. Of course, they can only “catch” these
episodes themselves when they are aware that their thoughts have drifted away
from the here and now—this is called mind wandering with meta-awareness.
Research has shown that people often lack meta-awareness, however. That is, they
fail to self-catch, but nonetheless report that they have been mind wandering when
being probed by the computer, suggesting that they were not aware of the fact that
they were mind wandering until being probed (Schooler, 2002; Schooler, Reichle,
& Halpern, 2004; Schooler et al., 2011; Smallwood, McSpadden, & Schooler,
2007, 2008; Zedelius, Broadway, & Schooler, 2015).

Given that people often mind wander without meta-awareness, we were inter-
ested in how much people think they mind wander during day-to-day activities.
Since thoughts are only ever directly accessible to the one having them, and we
never know what goes on in other people’s heads, we also wanted to know whether
people would underestimate (or overestimate) how much other people mind wander
compared to them. To answer these questions, we collected data from a stratified
sample of 1326 US Americans (Zedelius, Protzko, Schooler, 2017a). We asked
them to estimate how much time they spend mind wandering during a normal day,
and how much they thought other people mind wander on average, with the order of
these questions counter-balanced. Finally, we also asked them whether they thought
that they mind wander less, more, or about the same amount as other people. We
found that people collectively are surprisingly accurate in their beliefs about of what
constitutes typical mind wandering rates. They estimated that people mind wander
on average roughly 38% of the time. However, interestingly, we found that people
tend to believe that they themselves mind wander somewhat less (roughly 33%)
compared to others. This difference also emerged when participants were explicitly
asked to make a comparative judgment about their own versus other people’s
propensity to mind wander. Thus, despite estimating a rather typical average
mind-wandering rate, they seem to display a self-serving bias when it comes to
assessing their own mind wandering. This is in line with research showing that
people generally tend to view themselves in a favorable light (Chambers &
Windschitl, 2004; Dunning, Heath, & Suls, 2004; Pronin, Gilovich, & Ross, 2004;
Williams & Gilovich, 2008). While mind wandering is not by definition negative or
undesirable, very frequent mind wandering could be interpreted as an uncomfort-
able lack of control over one’s own thoughts. That said, it is possible that, if people
were asked to report how much they themselves and the people around them had
been mind wandering during a specific activity (say a lecture or a conversation),
people may be more accurate at judging their own mind wandering and underes-
timate how much other people mind wander, simply because it is not easy to detect
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mind wandering in other people. Thus, the self-serving bias may disappear when
people reflect on their mind wandering during a particular situation rather than their
general tendency to mind wander, a possibility that should be further investigated.

Lay Theories About the Meaning of Spontaneous Thoughts

According to experience-sampling research, the majority of spontaneous
task-unrelated thoughts revolve around current concerns and plans for the future
(e.g., Baird, Smallwood, & Schooler, 2011; Bernsten & Jacobsen, 2007;
D’Argembeau, Renaud, & Van der Linden, 2011; Klinger, 2009, 2013; Klinger &
Cox, 1987; Smallwood, Nind, & O’Connor, 2009). Thus, it seems fair to say that
most stimulus-unrelated thoughts are relatively mundane in content, and not too
dissimilar from more deliberate and task-related thoughts. The focus on current
concerns and future plans also suggests that mind wandering may be functional, in
that it can help with autobiographical planning and everyday problem solving
(Baird et al., 2011; Bernsten & Jacobsen, 2007; Morsella, Ben-Zeev, Lanska, &
Bargh, 2010). There is further evidence that mind wandering can be helpful for
spurring creative ideas and insights. For instance, it has been shown that, when
people were working on a creative idea generation task, engaging in a period of
mind wandering (compared to performing a demanding task that left little room for
mind wandering) helped them come up with a greater number of creative ideas
afterwards (Baird et al., 2012). Moreover, a greater self-reported tendency to mind
wander during everyday activities has been found to be associated with more
creative insights in a creative problem-solving task (Baird et al., 2012; Zedelius &
Schooler, 2015). Thus, all in all, there is evidence that spontaneous
stimulus-unrelated thoughts, while often trivial in content, can be useful for plan-
ning, problem solving, and creative insights.

Research on lay theories of mind wandering has not directly addressed people’s
beliefs about the function of spontaneous stimulus-unrelated thoughts for creative
insights per se, but suggests that common lay theories attribute a somewhat similar
special meaning to spontaneous stimulus-unrelated thoughts. It has long been
thought that semi-spontaneous thoughts—elicited through methods such as hyp-
nosis, free association, or projective tests—reveal important insights, typically
concerning an individual’s secret motives and desires (Cramer, 1991; Holmes,
1968; Jacoby & Kelley, 1992; Murray, 1951; Poole, Lindsay, Memon, & Bull,
1995; Wegner & Smart, 1997). Inspired by this idea, Morewedge and colleagues
reasoned that stimulus-unrelated thoughts that occur to us entirely spontaneously
and during everyday activities could be interpreted by laypeople as providing
meaningful self-insights due to our perceived lack of control over these thoughts
(Morewedge, Giblin, & Norton, 2014). If a thought occurs to us uncontrollably and
for no apparent reason, so the supposed lay theory goes, the thought must be
personally meaningful. The authors indeed found that participants judged various
types of spontaneous stimulus-unrelated thoughts, including dreaming, mind
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wandering, and Freudian slips, as more meaningful and providing more self-insight
than more deliberate thoughts. Moreover, participants rated the same thought (e.g.,
a positive or negative childhood memory) as more insightful when they imagined it
occurring to them spontaneously during an unrelated task, then when they were
simply asked to try to recall it. Thus, lay theories about the meaning of spontaneous
stimulus-unrelated thoughts show some overlap with scientific theories in that both
consider stimulus-unrelated thoughts a potential source of valuable insights.
However, considering that most stimulus-unrelated thoughts revolve around mun-
dane content, the special meaning laypeople attribute to those thoughts seems
exaggerated.

Lay Theories About the Controllability
of Stimulus-Unrelated Thoughts

We have speculated that people’s lay theories about how much they mind wander
and what meaning it has are pervaded by an experienced lack of control over their
thoughts. Indeed, the fact that we spend a substantial amount of time engaged in
stimulus-unrelated thoughts, often without being aware of it (Schooler et al., 2011;
Seli et al., 2016) and despite the numerous costs frequently associated with it
(Mooneyham & Schooler, 2013), suggests that we lack control over our
stimulus-unrelated thoughts. On the other hand, there is some evidence that mind
wandering is not entirely uncontrollable. First, people sometimes mind wander
intentionally, for instance to cope with boredom (Seli et al., 2016). Moreover, it has
been found that people mind wander more at “opportune” moments, that is, when
task demands are low, then when a task requires their full attention (e.g., Levinson,
Smallwood, & Davidson, 2012; Smallwood & Schooler, 2006; Smallwood,
Obonsawin, & Reid, 2003). This suggests that people exert at least some amount of
control over when they let their minds wander. One could counterargue that this
type of context-dependent mind wandering does not reflect active, strategic control,
but that people simply cannot mind wander as much when their working memory
resources are tied up by a demanding task (Smallwood, 2010; see also McVay &
Kane, 2010). However, the tendency for “opportune” or “strategic” mind wan-
dering (Franklin et al., 2014) is greater among individuals with larger working
memory capacity (Kane et al., 2007; Rummel & Boywitt, 2014). Thus if it were the
case that demanding tasks only reduce mind wandering because they tax-limited
working memory resources, we would expect that high-capacity individuals mind
wander more during demanding tasks. Instead, they mind wander less during these
tasks (yet more during undemanding tasks). Finally, evidence that people have at
least some, however limited, control over their spontaneous stimulus-unrelated
thoughts comes from the finding that people self-catch more stimulus-unrelated
thoughts when they are more motivated to do so (Zedelius, Broadway, & Schooler,
2015).
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In light of the mixed evidence for controllability, we expected that people would
have different lay theories about the topic. Some may view mind wandering as
something that is largely outside their control, due perhaps to spontaneous atten-
tional fluctuations inherent in the functioning of the brain. Others may interpret
episodes of mind wandering as failure on their part to pay attention or control their
thoughts. Such different beliefs seem to be reflected in the way people talk about
mind wandering. Sometimes people talk about it in a way that suggests passivity
and a lack of control, using phrases such as: “My mind has wandered off again,” or
“My thoughts got carried away.” Sometimes people use more actively formulated
phrases that imply a certain level of personal control and responsibility, such as “I
wasn’t paying attention” or “I was thinking about something else”. Moreover, we
routinely demand of children or students that they pay attention to their current
tasks and activities. Based on the principle that “ought implies can”, demanding of
others that they control their thoughts betrays the implicit theory that they can
control their thoughts (Scruton, 1982; Stern, 2004, Vranas, 2007).

To formally assess people’s beliefs about their ability to control their wandering
minds, and examine whether these beliefs affect actual mind-wandering rates by
way of a self-fulfilling prophecy, we developed a novel scale that assesses the
extent to which individuals agree or disagree with statements presenting mind
wandering as something that is controllable or largely outside of personal control
(e.g., “Even in moments when it really matters, I can’t do much to keep my mind
from wandering”; “How much people mind wander is something about them that
they can’t change very much”; Zedelius, Protzko, & Schooler, 2017b). In several
studies, conducted online with a community sample and in the laboratory with
students, we found that scores on the scale varied among individuals, confirming
our expectation that individuals have different lay theories about mind wandering
and controllability. More interestingly, we found that individual differences in these
lay theories predicted participants’ self-reported mind-wandering rates during
everyday activities (Study 1) as well as their probe-caught mind-wandering rates
during a reading task in the laboratory, in which they read a short fictional text for
comprehension (Studies 2–3). Individuals who believed that mind wandering is
controllable reported fewer mind wandering episodes than those who believed that
it is uncontrollable. Importantly, they also showed increased reading comprehen-
sion. Thus, it seems that people who believe that they have more control over their
mind wandering actually mind wander less. An explanation for this finding is that
people who believe that they have more control over their mind wandering regulate
their attention more. This is in line with previous research showing that people are
more likely to self-regulate their behavior when they believe that they have control
over the behavior (e.g., Burnette et al., 2013).

The relationship between people’s lay theories about mind wandering and
their actual tendencies to mind wander can go in both directions. Individuals who
mind wander a lot may infer that mind wandering must be very difficult or
impossible to control. To show that lay theories about mind wandering can also
affect mind-wandering rates, we experimentally manipulated lay theories
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(Zedelius et al., 2017b, Study 4) by presenting participants with instructions pro-
moting either a “controllable” theory or an “uncontrollable” theory, or neutral
instructions. In all three conditions, participants were given the same definition of
mind wandering and were told that mind wandering often happens spontaneously.
The only difference was that we told participants that people are “surprisingly good
at controlling their mind wandering”, “simply by deciding to focus”, or that mind
wandering is “very hard if not impossible to control”, and that people often fail to
control their mind wandering “despite trying very hard to focus”. After receiving
instructions, participants performed the same reading task used in the earlier cor-
relational studies (reading for comprehension), during which they were intermit-
tently probed and asked whether or not they had been mind wandering just prior to
the probe. The results showed that participants in the controllable condition
reported fewer probe-caught mind wandering episodes and higher reading com-
prehension scores than those in the uncontrollable condition.

More research is needed to test the mechanism behind this effect. The (chronic or
experimentally induced) belief that mind wandering is controllable could facilitate
sustained attention, reducing the occurrence of task-unrelated thoughts.
Alternatively it is possible that the belief leads people to notice task-unrelated
thoughts more, enabling them to redirect their attention to the task, and thus making
mind-wandering episodes more short-lived and less disruptive. It is also possible
that individuals who believe that mind wandering is controllable (vs. uncontrol-
lable) are better at regulating their attention in line with current task demands,
leading them to mind wander more at opportune moments and less when demands
are high. Finally, it is in principle possible that lay theories about mind wandering
affect people’s interpretations of what constitutes task-unrelated thought more than
actual incidences of mind wandering, thus leading to biased self-reports. Note that
this latter explanation, however, does not account for the finding that participants
with a “controllable” lay theory of mind wandering reported not only fewer mind
wandering episodes but also showed increased reading comprehension. That said,
future research is necessary to examine these different potential mechanisms to help
us get a better understanding of how lay theories affect people’s reported and actual
mind wandering.

Another unanswered question is where lay theories about the controllability of
spontaneous stimulus-unrelated thoughts originate. In one study, we found that lay
theories about the controllability of mind wandering correlated, albeit weakly, with
lay theories about intelligence (Zedelius et al., 2017b, Study 1). Individuals who
believed more strongly that one’s tendency to mind-wander is something that is in
principle controllable, were also slightly more likely to endorse the belief that
intelligence is a skill that can be improved with practice. This suggests that these
distinct lay theories may fit into a network of interrelated lay beliefs about cognitive
capacities. More research is needed to investigate how different lay theories relate to
each other and if they are causally linked. If so, it may be the case that strength-
ening one lay theory, say, that mind wandering is controllable, may also strengthen
related beliefs, such as the belief that intelligence or other mental capacities can
grow and be developed.
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Lay Theories About Intrusive Thoughts

Beliefs about controllability have received particular attention in research on
intrusive thoughts. Intrusive thoughts are spontaneous stimulus- or task-unrelated
thoughts whose occurrence is experienced as unwanted or unacceptable (e.g.,
Rachman, 1981). Intrusive thoughts are not by definition negative in content.
People also experience intrusive thoughts with positive or mixed content. Those can
be thoughts that occur with a disruptive suddenness or intensity or thoughts that are
deemed taboo, such as thoughts with sexual content or thoughts about a former
romantic partner or a romantic alternative (Baird, Smallwood, Fishman, Mrazek, &
Schooler, 2013; Byers, Purdon, & Clark, 1998; Bywaters, Andrade, & Turpin,
2004; Clark, Purdon, & Byers, 2000; Gonzaga, Haselton, Smurda, Davies, &
Poore, 2008; Reynolds & Salkovskis, 1992). Most intrusive thoughts, however,
revolve around worries and fears (Clark & de Silva, 1985). Moreover, following a
minor or major traumatic event, it is common for individuals to reexperience the
event in the form of intrusive thoughts and memories (Clark, 2005; Davies & Clark,
1998; Reynolds & Brewin, 1999).

There is considerable evidence that healthy individuals routinely experience
intrusive thoughts (e.g., Bywaters et al., 2004; Clark, 2005; Rachman & de Silva,
1978; Sarason, Pierce, & Sarason, 1996; Wegner & Pennebaker, 1993), without
necessarily experiencing great psychological distress, and sometimes even without
being consciously aware of them (Baird et al., 2013). Yet, frequent intrusive
thoughts can be a source of distress, and such thoughts are a defining feature of
many clinical disorders; Depression and generalized anxiety disorder are associated
with intrusive thoughts akin to rumination and self-doubt (Harrington &
Blankenship, 2002; Reynolds & Brewin, 1999; Wenzlaff, Wegner, & Roper, 1988).
Individuals suffering from insomnia report frequent intrusive thoughts related to
their inability to sleep (e.g., Harvey, 2002; Harvey & Payne, 2002; Wicklow &
Espie, 2000). OCD is characterized by repetitive intrusive thoughts and impulses,
often involving some form of harm (Rachman, 1997), and PTSD is defined by
frequent intrusive thoughts and memories related to a traumatic event (Clark, 2005;
Davies & Clark, 1998; Reynolds & Brewin, 1999).

Interestingly, research has shown that the intrusive thoughts experienced by
healthy individuals are surprisingly similar in form and content (albeit compara-
tively less frequent) to the intrusive thoughts observed in clinical populations (e.g.,
Clark & Rhyno, 2005; Rachman & de Silva, 1978; Radomsky et al., 2014; Sarason
et al., 1996; Wegner & Pennebaker, 1993). Yet, individuals with disorders
involving intrusive thoughts, compared to healthy individuals, generally perceive
these thoughts as considerably more distressing, anxiety provoking, and difficult to
control (Rachman & de Silva, 1978). What, then, explains the markedly different
responses of these populations to rather similar types of mental events? Research
suggests that an important difference between the intrusive thoughts of healthy
individuals and those symptomatic of a disorder lies in people’s lay theories about
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the meaning and consequences of intrusive thoughts, particularly those related to
the perceived need to control one’s thoughts.

In the context of obsessive–compulsive disorder, Rachman (1997) proposed that
intrusive thoughts are more likely to cause distress and develop into obsessions if an
individual believes them to reveal insights into their true motives and desires. As
discussed before, people generally tend to attribute such meaning to spontaneous
stimulus-unrelated thoughts (Morewedge et al., 2014). While this tendency may be
relatively inconsequential when it comes to mundane mind wandering (e.g., about a
recent memory or a future activity), it can have severe consequences in the case of
intrusive thoughts, which are often perceived as immoral, disgusting, or dangerous.
The thought of causing another person harm, for instance, can lead a person to
believe that he or she is fundamentally evil or worthless, a belief that causes
understandable distress. Other common lay theories that can exacerbate the distress
are, first, the belief that merely having a particular thought is itself dysfunctional or
immoral, and, second, that one is likely to act upon one’s thoughts. This latter belief
is also referred to as thought-action fusion (see Shafran & Rachman, 2004 for a
review). Both these beliefs have been found to be common among patients with
OCD and PTSD (e.g., Bryant & Guthrie, 2005; Owens, Chard, & Cox, 2008).
Moreover, these beliefs often lead to yet another, related, belief; the belief that it is
necessary to gain full control over one’s intrusive thoughts (Obsessive Compulsive
Cognitions Working Group, 2005; Shafran, Thordardson, & Rachman, 1996).

The most drastic form of exerting control over one’s thoughts is thought sup-
pression—blocking the very occurrence of unwanted thoughts from the stream of
consciousness. Thought suppression is a strategy often adopted spontaneously in
response to intrusive thoughts (e.g., Clark & Purdon, 2009), and also an approach
sometimes used in therapeutic treatments of disorders involving intrusive thoughts.
One of the oldest, and still widely used, treatments for obsessive–compulsive
disorder, for instance, is thought stopping, in which patients are taught to respond to
intrusive thoughts by saying or thinking the word “stop” (or sometimes performing
a corresponding action such as snapping a rubber band on the wrist; Hannan &
Tolin, 2005; Wolpe, 1990). There is evidence, however, that thought stopping or
suppression is mostly ineffective. Attempts to suppress thoughts, while effective for
a very short period of time, can lead to rebound effects; that is, an increase rather
than decrease in the number of intrusive thoughts, over time (for a meta-analysis,
see Abramowitz, Tolin, & Street, 2001; for more recent studies, see Iijima & Tanno,
2012; Koster, Rassin, Crombez, & Näring, 2003; Lambert, Hu, Magee, Beadel, &
Teachman, 2014; Logel, Iserman, Davies, Quinn, & Spencer, 2009), along with
increased psychological distress (Beck, Gudmundsdottir, Paylo, Miller, & Grant,
2006; Wegner & Gold, 1995). To make things worse, rebound effects following
attempts to suppress thoughts have also been shown to diminish the belief that
thoughts are controllable (Beck et al., 2006; Magee, Harden, & Teachman, 2012),
and increase psychological distress and self-blaming (Clark & Purdon, 2009;
Magee & Teachman, 2007).

Different explanations for rebound effects following thought suppression have
been proposed. According to Wegner’s ironic monitoring theory (Wegner, 1994),
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attempts to suppress a particular thought engage two processes: For one, a con-
scious control or operating process deliberately diverts attention away from the
unwanted thought by bringing to mind other, unrelated thought content, such as
when one thinks of happy memories or lists items on one’s mental grocery list to
refute an unwanted or intrusive thought. At the same time, a monitoring process
scans the stream of consciousness to detect unwanted thought content when it
intrudes. Ironically, in order to detect an unwanted thought when it occurs, the
monitoring process has to also keep the thought itself and related thought content
accessible in mind. Due to this heightened accessibility, the thought will, from time
to time, enter the stream of consciousness, and the more other topics have been
exhausted, the more likely it becomes that one’s mind returns to the suppressed
thought (Wegner & Erber, 1992). Moreover, when attentional resources are
diverted from the process of actively generating unrelated thought content, the
unwanted thought becomes more likely to occur. This makes for an increased
rebound effect under conditions of high cognitive load or after an extended period
of thought suppression (Wegner & Erber, 1992; Wenzlaff & Wegner, 2000).

While Wegner’s theory remains the most prominent explanation of rebound
effects following thought suppression, another, not necessarily alternative but
complementary, explanation has been put forward, which places an emphasis on the
role of beliefs. According to the motivational inference model (Förster & Liberman,
2001, 2004), individuals interpret the effort involved in suppressing intrusive
thoughts as diagnostic of how much they want to engage in those thoughts or in
activities associated with the thoughts. For example, if a person finds it very dif-
ficult to suppress thoughts about a former romantic partner, they may conclude that
they must have a strong desire to think of that person, or to reengage with them.
This, in turn, may encourage the person to engage more, rather than less, in the
intrusive thought. Förster and Liberman tested this model in a number of studies. In
one study (Förster & Liberman, 2001, Study 1), they instructed participants to
suppress thoughts of a white bear. In one condition (high motivation condition),
they then experimentally induced the lay theory central to the motivational infer-
ence model in participants by simply telling participants that having difficulty
suppressing thoughts of white bears indicates a high motivation to think of white
bears. In a second condition (low motivation condition), they gave opposite
instructions (i.e., having difficulty suppressing thoughts of white bears indicates low
motivation to think these thoughts), and in a control condition, they did not induce a
lay theory. While the conditions did not differ in their initial success at suppressing
thoughts of white bears, participants in the high motivation condition indeed
showed a greater rebound effect than participants in the low motivation condition.
Moreover, participants in the control condition showed the same strong rebound
effect as those in the high motivation condition. These results suggest that the
rebound effect is indeed caused by spontaneous motivational inferences.

Thus, to sum up the above research, different lay theories can exacerbate
intrusive thoughts, both in frequency and in the psychological distress they cause,
in several ways: first, lay theories about the meaning and consequences of intrusive
thoughts—specifically, the beliefs that unwanted thoughts convey insights into
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one’s motives, that having unwanted thoughts is dysfunctional or immoral, and that
one is likely to act upon one’s intrusive thoughts—can cause distress and motivate
individuals to try to control or suppress their thoughts. Second, attempts to suppress
intrusive thoughts can increase the frequency and intensity of these thoughts by
way of a rebound effect. Third, the belief that failures at thought suppression
convey motivation to engage with an unwanted thought can further increase the
rebound effect.

Earlier, we discussed evidence suggesting that the belief that one has control
over one’s spontaneous stimulus-unrelated thoughts, in the context of normal mind
wandering, is associated with a reduced number of stimulus-unrelated thoughts.
How does this finding relate to the seemingly contradicting findings that attempts to
control intrusive thoughts so often lead to rebound effects? First, we note the
distinction between having control over one’s general tendency to mind wander and
exerting control over the occurrence of a specific unwanted thought. Although the
exact mechanisms that allow us to control our tendency to mind wander are not
clearly defined, it likely requires the capacity to maintain sustained attention and
involvement in one’s current task or environment and the capacity to refocus
attention when noticing that the mind has wandered off. These processes are dif-
ferent from the suppression of a particular thought. When suppressing a particular
thought, processes such as Wegner’s ironic monitoring and motivational inferences
are much more applicable. One can more easily monitor a particular thought than a
range of all kinds of thoughts that have the potential to come up during some
activity. And having difficulty suppressing a particular thought can more easily give
rise to the inference that one must have a strong desire to engage with this thought.
Still, these processes are likely not entirely absent in people’s responses to normal
mind wandering. For instance, observing that one’s mind frequently wanders off to
a particular topic could lead an individual to try to temporarily suppress thoughts
about that topic, which could evoke ironic monitoring effects. And having difficulty
preventing a range of different task-unrelated thoughts might not trigger motiva-
tional inferences about any particular thought, but it could lead a person to conclude
that they would rather engage in anything else but their primary activity.

Perhaps a more important distinction relevant to explain the different effects of
control beliefs on normal mind wandering and intrusive thoughts is between the
belief that control over one’s thoughts is possible and the belief that exerting
complete control is necessary. For individuals who believe that their intrusive
thoughts are immoral or unacceptable, or that merely thinking these thoughts makes
it more likely that one will act on them, thought control is often seen as necessary
(Purdon & Clark, 2002; Shafran, Thordarson, & Rachman, 1996). This belief has
more serious implications than the belief that control is merely possible. If control is
necessary, every intrusive or unwanted thought represents a failure. This could
maintain the vicious circle of trying harder to control one’s thoughts and thereby
increasing the change for rebound effects. To successfully regulate one’s thoughts,
it may be critical to have an accepting attitude towards occasional failure. Thus, we
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suggest that the belief that one has the potential to exert some control over one’s
spontaneous stimulus-unrelated thoughts can be beneficial, as long as one does not
hold the dysfunctional belief that absolute control is necessary.

Concluding Remarks and Future Directions

Many of the thoughts that pass through our minds are spontaneous and entirely
unrelated to our current task or environment. Given how frequent such thoughts are,
and how surprising—and sometimes even distressing—they can be, it is intriguing
to ask how people make sense of these experiences. What kinds of implicit or
explicit theories do they have to explain why their mind wanders off to a memory of
an old flame, why a student is not paying attention, or why a distressing unwanted
thought keeps coming up in their mind? And how do these theories, in turn, affect
their thoughts and behavior? While the last decades have seen much progress in
understanding the causes and consequences of spontaneous stimulus-unrelated
thoughts, it is only recently that we have begun to ask these questions about
people’s lay theories about spontaneous stimulus-unrelated thoughts. Most of this
research has focused on theories revolving around meaning and controllability. As
we have discussed in this chapter, people tend to ascribe important meaning to
spontaneous stimulus-unrelated thoughts. Spontaneous thoughts are often believed
to convey insights into our motives and desires. Sometimes, overstating the
meaning of spontaneous thoughts can have negative consequences, as is the case for
intrusive thoughts. Such thoughts are often evaluated on moral grounds and are
sometimes believed to be precursors of harmful actions. People hold different
beliefs about the degree to which spontaneous stimulus-unrelated thoughts are
controllable or outside their control. We have discussed recent findings showing
that these beliefs can affect how much people actually mind wander. Individuals
who believe that they can control their spontaneous thoughts mind wander less. We
have also discussed the role dysfunctional control-related beliefs play in mental
disorders involving intrusive thoughts. Particularly the belief that it is necessary to
fully control one’s unwanted thoughts can increase the frequency and intensity of
these thoughts.

The research discussed in this chapter illustrates the important role that
control-related beliefs play in how much people experience spontaneous
stimulus-unrelated thoughts and how they respond to such thoughts. Thus, an
intriguing question for future research is how to induce adaptive changes in peo-
ple’s lay beliefs in order to help them minimize disruptive mind wandering and
distress in response to intrusive thoughts.

One approach to challenging people’s lay theories is to be fairly explicit, for
instance by simply telling them that they have a good amount of control over how
much they mind wander during lectures or in class. This approach has been
effective in the short term in the laboratory (Förster & Liberman, 2001, 2004;
Reuven-Magril, Rosenman, Liberman, & Dar, 2009; Zedelius et al., 2017b),
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but it is an open question whether it is equally effective in real-life settings and
whether it has long-lasting effects. Encouraging evidence that such an approach
could work comes from successful real-life interventions targeting lay theories
related to intelligence (Blackwell, Trzesniewski, & Dweck, 2007; Burnette &
Finkel, 2012; Yeager & Dweck, 2012; Yeager & Walton, 2011). However, it needs
to be explored whether it is effective for theories about spontaneous and intrusive
thoughts. In this area, people may have strongly held preexisting beliefs that may be
anchored in moral or religious belief systems (e.g., concerning the meaning and
moral implications of taboo thoughts; Berman, Abramowitz, Pardue, & Wheaton,
2010), and are more resistant to change. Moreover, changing people’s lay theories
in this way may be particularly difficult when people’s day-to-day experiences
seem to provide contradicting feedback. The belief that one has control over one’s
wandering mind, for instance, is easily challenged by frequent and frustrating
experiences of mind-wandering in everyday life, or by frequent experiences of
unwanted and intense intrusive thoughts.

Achieving long-lasting, stable change may require an approach that contains
both explicit instructions about the efficacy of mental control while also providing
practical, training to maintain sustained attentiveness. A training that seems to
practice this skill is mindfulness meditation. Mindfulness meditation is derived
from the Eastern Vipassana meditation (Kabat-Zinn, 2003) and typically involves
focusing attention on one object (e.g., one’s breath) and returning to it after noticing
that one’s mind has wandered. Supporting the view that mindfulness and
mind-wandering are opposing constructs (Mrazek, Smallwood, & Schooler, 2012),
studies have shown that a brief mindfulness exercise can temporarily reduce
mind-wandering (Mrazek et al., 2012; Zeidan, Johnson, Diamond, David, &
Goolkasian, 2010), and that mindfulness-meditation training over several weeks
yields further improvements in attentional control (Jensen, Vangkilde, Frokjaer, &
Hasselbalch, 2012; Jha et al., 2015; Mrazek, Franklin, Phillips, Baird, & Schooler,
2013; Posner, Rothbart, & Tang, 2015; Sedlmeier et al., 2012; Tang & Posner,
2009). Observing such improvements in oneself may also strengthen the belief that
one has control over one’s thoughts, a belief that, in turn, could further improve the
effectiveness of the training itself, thus producing a mutually reinforcing effect of
instruction and training. There is indeed preliminary evidence that mindfulness
training increases people’s endorsement of the belief that they have control over
their spontaneous stimulus-unrelated thoughts (Mrazek et al., 2017). To what extent
this belief can further increase the effectiveness of the training is a question that
needs to be examined in future research.

We should note that any approach to changing people’s lay theories of mind
wandering in order to help them maintain better focus or experience less distress in
response to intrusive thoughts should focus on promoting the belief that control is
possible to some extent, but that full control is not the goal. As we have discussed
earlier in the context of intrusive thoughts, the belief that it is necessary to fain full
control over one’s unwanted thoughts is particularly likely to lead to rebound
effects and increased distress. In most mindfulness instructions, it is emphasized
that complete thought control is neither possible nor desirable. It is understood that
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spontaneous and sometimes intrusive thoughts are a constant part of the stream of
consciousness. Instead of trying to control or suppress thoughts, practitioners are
instructed to observe their thoughts in a detached, nonreactive manner and with a
nonjudgmental attitude. It is therefore expected that engaging in mindfulness-based
training will increase the likelihood that a person responds to intrusive thoughts
with acceptance rather than suppression, a response style that has been shown to be
associated with reduced suppression-related rebound and reduced psychological
distress (Marcks & Woods, 2005, 2007; Najmi, Riemann, & Wegner, 2009). Thus,
by fostering an accepting attitude, mindfulness-based training may be a good
approach to challenging the dysfunctional belief that it is necessary to gain com-
plete control over the occurrence of unwanted intrusive thoughts.

In recent years, it has been proposed that disorders involving intrusive thoughts
can be treated effectively by challenging dysfunctional beliefs about control through
a combination of explicit instruction and more experiential approaches. Marcks and
Woods (2005), for instance, have noted that “creating effective acceptance-based
procedures can be a challenge, since acceptance is naturally counter-intuitive.
Furthermore, acceptance cannot be manipulated through simple instructions (i.e.,
“accept thought x”), but rather it must be done experientially.” In cognitive or
meta-cognitive therapies for OCD patients are often encouraged to seek out short
exposure to stimuli or environments eliciting intrusive thoughts, a process that is
thought to break thought-action fusion because the patient experiences directly that
they do not, as is their fear, act on unwanted thoughts (e.g., Fisher & Wells, 2005;
Wells, 2005). Mindfulness-based therapy has also been proposed to be a useful
approach to treating OCD, again because adopting a detached perspective towards
one’s own thoughts is thought to reduce thought-action fusion and the belief that
one must control unwanted intrusions (Hannan & Tolin, 2005; Wells, 2005;
Wilkinson-Tough, Bocci, Thorne, & Herlihy, 2010; Wegner, 2011).

We have devoted much attention to the aspect of control in people’s lay theories
about spontaneous stimulus-unrelated thoughts. There are many other aspects to
people’s lay theories that future research could examine. For instance, we know
from mind wandering research that engaging in stimulus-unrelated thoughts has
widespread negative, and also some positive consequences. What beliefs do people
have about how mind wandering affects them? Do these beliefs shape when or how
much people mind wander, or how they experience it?

There is evidence that engaging in stimulus-unrelated thoughts often brings
people in a more negative mood (Franklin et al., 2013; Killingsworth & Gilbert,
2010; although highly interesting mind wandering episodes can increase people’s;
see Franklin et al., 2013). Moreover, there is overwhelming evidence that mind
wandering interferes with performance on even the simplest of tasks (see
Mooneyham & Schooler, 2013). To what extent are people aware of these effects—
both generally, and when it comes to their own tendency to mind wander? Do
people believe that mind wandering makes them unhappy, or do they think it offers
a pleasant distraction from boring activities? Do people hold different beliefs about
how much mind wandering hurts their performance? If so, these beliefs could affect
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how much people regulate their thoughts, similarly to what we have found for
control-related beliefs. There is also evidence that engaging in stimulus-unrelated
thoughts can be a source of creativity (Baird et al., 2012; Zedelius & Schooler,
2015. To what degree is this reflected in people’s lay theories? Do some people
embrace mind wandering episodes more than others because they believe it to bring
about valuable creative insights? What other specific beliefs do people have about
how spontaneous stimulus-unrelated thoughts influence their lives? These are all
questions for future research that go beyond the question of how much control we
have over our thoughts.

In conclusion, the present chapter has provided an overview of the relatively
young field of research devoted to understanding how laypeople make sense of the
spontaneous stimulus-unrelated thoughts that pass through their minds during much
of their waking life. The research illustrates that people do not believe these
thoughts to be merely trivial distractions of their day-to-day activities. It also shows
that people’s beliefs or lay theories matter. They affect how much people let their
minds wander or regulate their thoughts, and how they respond to unwanted
thought intrusions. Moreover, dysfunctional beliefs can lead people to engage in
ineffective thought-control strategies, which cause much psychological distress.
Many questions remain to be explored before we can truly appreciate the full
manner in which people’s lay theories about mind wandering affect their day-to-day
lives, but it is clear that these questions deserve our attention.
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Lay Theories of Creativity

Simone M. Ritter and Eric F. Rietzschel

Creativity is considered to be one of humanity’s most complex and important
behaviors, and its effects are widespread. Over time, creativity has allowed us to
create art, develop computers, and cure illnesses. In addition to its importance in
science and the arts (Feist & Gorman, 1998; Kaufman, 2002; Mackinnon, 1962),
the significance of creativity has also been recognized in daily life problem-solving
(Cropley, 1990) and in successful adaptation to change (Cropley, 1990;
Reiter-Palmon, Mumford, & Threlfall, 1998). Moreover, creativity helps us to
sustain and promote our well being (Hirt, Devers, & McCrea, 2008), it allows us to
gain power (Sligte, De Dreu, & Nijstad, 2011), it makes us more attractive mating
partners (Griskevicius, Cialdini, & Kenrick, 2006), and it is core to successful
innovation (Amabile, 1996). Due to the crucial role of creativity in innovation,
creativity has become a key concern for most organizations and businesses (Runco,
2004), and some scholars even refer to today’s economy as a creative economy
(Florida, 2002; Howkins, 2002).

Not only in our current society, but throughout the history of mankind, creativity
has been of great appeal and importance to people (Mithen, 1998). Therefore, it is
not surprising that people strive to understand creativity, and that they develop lay
theories to do so. Lay theories are the informal theories and beliefs that lay people
hold about a phenomenon and its causes or consequences (e.g., Furnham, 1988).
Lay theories are usually not based on scientific research or a systematic analysis of
the phenomenon in question (although some lay theories may be partly informed by
such research), but rather take the shape of stereotypes and everyday beliefs
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(‘everybody knows that …’). Lay theories can be encountered in everyday con-
versations and popular publications (books, news articles, websites). However, they
are not always formulated as an explicit theory, but sometimes take the form of
unspoken assumptions, or implicit beliefs. As we will describe in this chapter, lay
theories about creativity have been developed about personality traits and mental
disorders that are associated with creativity, about what can be considered to be
creative, and about the specific environments or techniques that support or kill
creativity.

The lay theories and beliefs that people hold about creativity (i.e., everyday,
informal, and often implicit beliefs about creativity, how it works, how it is best
stimulated, or who has the highest creative potential) are not just important from a
theoretical perspective, but may directly influence creativity itself (Runco, Johnson,
& Baer, 1993). For example, beliefs about personality traits and characteristics
associated with creativity influence whether people, ideas, and products are per-
ceived and recognized as creative, and beliefs about the creative processes shape
what parents, educators, and organizations do in order to facilitate creativity.

Research conducted by Baas, Koch, Nijstad, and De Dreu (2015) demonstrated
that people have strong beliefs about creativity and, importantly, that these beliefs
are often incomplete and not in line with the state-of the-art scientific evidence. This
becomes problematic when such lay beliefs inform the choices that people make.
Lay beliefs, for example, shape the circumstances people create in order to stim-
ulate their and each other’s creativity (Baas et al., 2015). They may, thus, lead
stakeholders such as policy makers, supervisors, and instructors to develop or
implement expensive but ineffective—and in the worst case even harmful—inter-
ventions. Therefore, a better understanding on which beliefs about creativity are
supported by scientific evidence, and which can be considered misunderstandings,
will help to foster creativity in the entire population. The aim of the current chapter
is to test several lay theories about creativity against the available scientific evi-
dence. We will describe these lay theories and beliefs, and then critically appraise
them in light of what creativity research has shown.

Lay Theories of Creativity

Unfortunately, there is little systematic research on the content or the structure of
the lay theories that people hold about creativity. However, there has been some
research about specific beliefs and stereotypes that people hold, and we will discuss
these in the current chapter—as we will see, creativity researchers have worked
hard to dispel some of these beliefs and stereotypes. Moreover, we will address
various lay theories and lay beliefs about creativity that are clearly present in the
field, that is, among people who work on a professional or semi-professional basis
in the field of creativity, or in creative professions. One can encounter these lay
theories, for example, when reading blogs or books about creativity, when visiting
websites of companies that offer creativity trainings, business seminars, or creativity
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and innovation consultancy, or when browsing through creativity-relevant quotes
by famous creative individuals. However, few of these can really be counted as
‘theories,’ in the sense that they are used systematically to explain or predict.
Furnham (1988) describes several characteristics of lay theories as compared to
scientific theories, such as their lack of explicitness (people may not always be able
to clearly state their theories), lack of coherence and consistency (the theories may
be fragmented and self-contradictory), the emphasis on verification rather than
falsification (people are generally more interested in applying their lay theories than
in testing them), and the focus on content rather than process (i.e., lay theories tend
to describe types or categories, rather than describe underlying processes that may
give rise to certain differences). It seems that this also holds for lay theories or lay
beliefs regarding creativity. Generally speaking, then, we will use the term ‘lay
theories’ rather loosely, as referring to all theories, beliefs, or stereotypes that lay
people tend to hold regarding creativity.

One way of organizing these lay theories is by using the ‘Four P’ model of
creativity, which distinguishes between the creative Person, Process, Press (or
Place), and Product (Rhodes, 1961). This principle is commonly used to organize
the research literature on creativity; we will use it to organize the different lay
theories we discuss (and the support or lack thereof). Thus, lay theories concerning
the following aspects of creativity will be addressed: what are individual charac-
teristics of the creator (Person), which skills and processes are needed to achieve
creativity (Process), which environment stimulates or hinders creativity (Place),
and what is considered to be creative (Product).

Defining Creativity

Before we compare lay theories about creativity with scientific knowledge about the
creative person, process, press, and product, we should provide a definition of
creativity. Creativity can take many forms and can be found within a variety of
contexts. What exactly is creativity? The word creativity has its roots in the Latin
term creō, which means ‘to create, to make.’ In the current chapter, we use a
definition of creativity that is commonly used in the research literature: creativity is
the ability to generate ideas or problem solutions that are both original and useful
(e.g., Amabile, 1983; Mumford, 2003; Sternberg & Lubart, 1999). If something is
not novel, unusual, or unique, it is mundane, commonplace, or conventional—it is
not original, and therefore not creative. Important to notice, an idea or product that
is original can be unique or uncommon for a good reason: it might be useless. Ideas
or responses that are highly unusual, but not appropriate to the task at hand, might
be called eccentric, bizarre, or even pathological, but not creative. In other words,
originality is vital (Barron, 1955; Stein, 1953), but must be balanced with ‘use-
fulness,’ that is, with fit and appropriateness (Runco, 1988).
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Lay Theories About the Creative Person

Some of the best-known lay theories on creativity revolve around the creative
person: who are those creative people, and what makes them so special? One global
implicit theory underlying these questions is that there is not only a clear distinction
between creative and less creative people (i.e., that the former have distinct abilities
or traits that they do not share with the rest of us), but also that creative potential is
something one either has or does not have, without much room for improvement. In
this section, we will discuss three (interrelated) lay theories on creativity: the
‘creative genius’ belief, the ‘mad genius’ belief, and the belief that older people are
less creative.

Creative Genius

The natural starting point for enquiries into creativity is to think about examples of
creativity: when we think about creative performance, what comes to mind?
Following this availability heuristic, the exemplars that often come to mind are
well-known cases of extremely gifted creators, who have had a major and lasting
impact on their field (and sometimes even outside of their field); names like Mozart,
Da Vinci, or Einstein are among the ones people tend to mention. The association
between the concept of ‘creativity’ and these eminent exemplars seems to be quite
strong, and indeed, in the absence of modern research methods and detailed theories
of the creative process, early creativity research focused on case studies of eminent
creative individuals and their work (e.g., Ghiselin, 1952; Guilford, 1950; see Van
Strien, 2015, for a recent overview and discussion). Although creativity research
has since then expanded its focus considerably, research on eminent creative
individuals is still important (e.g., Simonton, 2004).

The ‘creative genius’ theory comprises three different beliefs, which we will
discuss in turn: first, the belief that creativity is rare; second, the belief that this kind
of creativity is fundamentally different from everyday creativity; and third, an
‘entity theory’ regarding creative potential, stating that creativity is unlearnable.

Is Creativity Rare?

The first issue basically comes down to a point of semantics, and whether one
wishes to limit the meaning of the term ‘creativity’ to exceptional cases. In fact,
people often tend to adopt this narrow meaning, either implicitly or explicitly; in
(informal) discussions of creativity, it usually does not take long before somebody
brings up Einstein or Mozart (or perhaps a more contemporary example like Steve
Jobs), and makes the argument that such exceptional cases reflect ‘true’ creativity.
Indeed, in line with Furnham’s (1988) discussion, lay theories of creativity often
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seem to be strongly categorical, in that people tend to want to arrive at some
criterion to decide whether somebody (or something, in case of a creative product)
‘is creative or not.’ In the creativity literature, in contrast, researchers generally
distinguish between different types or levels of creativity. For example, a distinction
is often made between so-called Big-C and little-c creativity (e.g.,
Csikszentmihalyi, 1997; Gardner, 1993). Big-C creativity refers to highly eminent
creators who have had a lasting and transformative impact on their field; little-c
creativity refers to the rest of us, people who may display creativity in their own
way, but who will never reach the level of the truly great. Kaufman and Beghetto
(2009) extend this distinction into a Four-C model, adding mini-c creativity (in-
dividual creative insights) and pro-C creativity (creative performance at a highly
skilled, professional level that is nevertheless not revolutionary or transformative).
Similarly, Boden (2004) distinguishes between P-creativity and H-creativity.
P-creativity is psychological creativity, creative ideas or insights that are novel to
the person who had the idea; H-creativity is historical creativity, referring to ideas
that are novel for humanity or society in general. Thus, one of the main differences
between lay and scientific theories of creativity is that the latter do not consider
exceptional and lasting impact as a criterion to decide whether somebody is creative
or not; instead, scientific creativity theories acknowledge that creativity can occur at
different levels.

Are Creative People Fundamentally Different?

Whichever distinction one uses, the question remains whether there is anything
fundamentally different between these levels of creative performance; i.e., whether
what Big-C creators do, differs in a qualitative sense from what all others do, or
whether the processes or abilities leading to H-creativity are fundamentally different
from those leading to P-creativity. Again, this is a very popular notion. A Google
search for ‘highly creative people’ yields many articles with titles such as “20
Things Only Highly Creative People Would Understand” (Kaiser, n.d.), “18 Things
Highly Creative People Do Differently” (Gregoire, 2016), and “Creative People’s
Brains Really Do Work Differently” (Gregoire & Kaufman, 2016). What such
articles have in common is that, even though many of them are grounded in actual
research, they strongly emphasize the difference between highly creative people and
the rest of humanity, suggesting that there really is some fundamental difference
between ‘the creative person’ and ordinary people. Van Strien (2012) notes that this
belief can be traced back to ancient Greece, with its conception of the artist as
somebody who is susceptible to a form of divine inspiration not available to
ordinary people, and further shows how the belief of the creative person as ‘ex-
traordinary’ (in a literal sense) was further cultivated in the Romantic period. There
seems to be a persistent belief that creative individuals possess a set of traits or
abilities that somehow sets them apart from the rest of humanity. However, the
consensus in the research field is that this is not the case, and that even creative
performance at exceptional levels differs gradually, not fundamentally, from other
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levels of creativity (the continuity principle; Guilford, 1950). Although Big-C
creativity may require a unique combination of individual and contextual factors
that only rarely co-occur at high levels (e.g., high abilities, strong internal moti-
vation, relevant personality traits, opportunities for training, and interpersonal
skills), none of these traits in themselves are fundamentally different from those of
other people who perform at more ordinary levels. Thus, for example, in the next
section (Creative Process), we will address the creative cognition approach, which
explicitly takes the continuity principle as its starting point (e.g., Finke, Ward, &
Smith, 1995; Nijstad & Stroebe, 2006; Ward, 1994).

Is Creativity Unlearnable?

A third aspect of the creative genius theory is that, since the difference between
highly creative and less creative people is fundamental, creativity is not something
we can learn; we either have it, or we do not. Although few if any informal sources
espouse this belief (in fact, most intend to help people overcome this idea), it is a
common remark in informal conversations about creativity: many people seem to
believe that they “simply are not creative.” These negative claims are then usually
supported by ‘evidence’ such as a lack of artistic skills. This kind of thinking is
what Dweck, Hong, and Chiu (1993) refer to as an entity theory: the belief that
performance is a matter of stable, unchangeable traits. Entity theories are contrasted
with incremental theories, according to which performance is something that can be
enhanced through development of the underlying traits and abilities. Thus, if
someone fails to perform creatively, an entity theorist might conclude that this
person simply ‘is not creative,’ whereas an incrementalist might conclude that he or
she needs to develop certain creativity-relevant skills (e.g., Amabile, 1996). As we
will see later, the risk of entity theories is that they can become a self-fulfilling
prophecy, because they tend to significantly inhibit motivation and learning per-
formance as compared to incremental theories (Burnette, O’Boyle, VanEpps,
Pollack, & Finkel, 2013).

Of course, even if creativity is considered a stable trait, this does not mean that it
is impossible or unnecessary to try to stimulate it. Even stable traits, such as
personality dimensions, are associated with a broad range of intrapersonal vari-
ability (Fleeson, 2001): somebody who is highly extraverted, for example, may be
led to behave in a more introverted manner in various situations. Thus, the question
may not be whether creative potential is stable, and how high one’s level of creative
potential is, but rather how broad one’s range of intra-individual variation is
(Fleeson, 2001). The degree to which creative potential is expressed does, to a
certain extent, depend on the situation—extensive research has shown that people
can be induced to behave or perform more creatively by a variety of task manip-
ulations and environmental factors. For example, people’s creativity can be stim-
ulated by traveling and other ‘diversifying experiences’ (e.g., Maddux & Galinsky,
2009; Ritter et al., 2012a), by situationally inducing a so-called promotion focus (a
focus on attaining gains and realizing ambitions; Friedman & Förster, 2001;
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Higgins, 1997), and by exposure to creative examples or models (Shalley &
Perry-Smith, 2001). Thus, even if some people do have more creative potential than
others, there is sufficient evidence for intra-individual variability, and the question
can be raised whether it is possible to develop one’s creative skills. In fact,
researchers agree that creativity is something that can be developed, for example,
through training (e.g., Ritter & Mostert, 2016; Scott, Leritz, & Mumford, 2004).
Moreover, study of typical Big-C creators shows that these people actually spent
enormous amounts of time and effort into developing their creative and
domain-relevant skills (cf. Ghiselin, 1952), showing that the entity theory of cre-
ative ability does not even hold for those examples that are most often invoked in
support of the creative genius myth.

Creativity and Psychopathology

Perhaps the most pervasive belief about the creative person, next to the ‘creative
genius’ belief, is the idea that highly creative individuals tend to be unstable at best,
and tend to have psychotic tendencies at worst (e.g., Baas, Nijstad, Boot, & De
Dreu, 2016; Silvia & Kaufman, 2010; Simonton, 2014a, b; Van Strien, 2015). This
belief, traced back as far as ancient Greece and Rome, partly rests on the creative
genius belief, in that it seems to be largely based on the availability of highly salient
examples of eminent yet unstable creators. Vincent Van Gogh probably is one of
the best-known examples of the ‘unstable artist,’ and as remarked above, the
availability of such examples has probably contributed greatly to the stereotype. It
may also be partly due to the romantic notion of the artist as a highly sensitive
individual, who is in touch with his or her inner life and emotional turmoil to a far
greater degree than ordinary people (Van Strien, 2012). Yet another reason for this
belief may be that creativity is strongly associated with spontaneity, impulsivity,
and a rejection of social or group norms (e.g., Feist, 1998), all of which can, when
present at extreme levels, be associated with psychopathology as well.

The belief that highly creative people are mentally unstable has been the subject
of debate in the scientific literature; Simonton (2014a) called it the ‘mad genius
controversy,’ with some researchers supporting this belief, and others strongly
rejecting it (see Baas et al., 2016, for an overview). To the extent that research data
support either the one or the other perspective, the lack of true experiments in this
area makes the data difficult to interpret: the available data are typically correla-
tional, precluding causal interpretations. As Furnham (1988) noted, lay theories
tend to confuse correlation and causation, and the mad genius belief seems to be a
good example of this tendency. Even if there is a correlation between psy-
chopathology and creativity, this does not mean that people are more creative
because of their psychopathology. First, the causal relation might run in the
opposite direction—creativity might somehow contribute to psychopathology, for
example, because people get used to taking highly uncommon perspectives and get
estranged from ‘typical’ trains of thought. Second, the relation might be explained
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by a third variable that predicts both creativity and a propensity toward psy-
chopathology. Third, even if there is a causal path from psychopathology to cre-
ativity, this might exist for other reasons than commonly thought; for example,
people might pursue creative endeavors as a coping strategy (e.g., Greene, 1980).

The Role of Approach and Avoidance

Baas et al. (2016) recently published a review and meta-analysis on the mad genius
belief. Their paper is worth describing in some detail, as it is one of the few studies
that systematically address a specific lay belief in the area of creativity. Baas et al.
argue that the relation between creativity and psychopathology is best understood
from the perspective of approach versus avoidance motivation (Carver, Sutton &
Scheier, 2000), because—they argue—these reflect two fundamental motivational
systems that have been linked to both creativity and various forms of psy-
chopathology. The approach system is concerned with eager striving toward (ap-
proaching) positive, rewarding outcomes and situations, including novel stimuli and
experiences. In contrast, the avoidance system is concerned with vigilance, fear, and
withdrawal from aversive outcomes and risky situations. Approach motivation has
been shown to be a positive predictor of cognitive flexibility and creativity;
avoidance motivation, in contract, generally negatively predicts creativity (how-
ever, see Roskes, De Dreu, & Nijstad, 2012, for a possible exception). Baas and
colleagues further state that several psychopathologies have strong roots in these
approach and avoidance systems; for example, depression is linked to avoidance
motivation and its correlates, whereas bipolar disorder (specifically, mania or
hypomania, which are states of high cognitive activation and extremely elated
mood states) tends to be associated more with the approach system. In their review
and meta-analysis, Baas and colleagues indeed find that approach-related
pathologies, such as mania and hypomania, positively relate to creativity,
whereas avoidance-related pathologies, such as depression, negatively relate to
creativity. However, they also find that the effect sizes for the latter
(avoidance-related) relationships are quite small, bordering on the ‘trivial.’ Thus,
the relationships are there, but explain only very little variance in creativity.

Creativity and Age

Another pervasive belief is that creativity mostly comes from younger people
(Rietzschel, Zacher, & Stroebe, 2016). Actually, this lay belief comprises two
different beliefs: first, the belief that children are more creative than adults (at least
up to a certain age), and second the belief that adults become less creative in old
age.
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Children and Creativity

A popular lay belief holds that young children are much more creative than adults,
and even than older children. Creativity is thought to decline when children are
socialized into thinking along more conventional lines and to worry more about
being evaluated positively by others. For example, the creativity website Creating
Minds states that, “Our decline in creativity does not start when we are 40 or 50. It
starts around about the age when we enter school” (Creating Minds, n.d.) and goes
on to state that “At around about the age of five, we are using about 80% of our
creative potential … by the age of twelve, our creative output has declined to about
2% of our potential, and it generally stays there for the rest of our lives.” A related
claim is made by the website stephenshapiro, which states that “98% of 5-year olds
test as highly creative, yet only 2% of adults do.” Other such claims are not difficult
to find, as a Google search for ‘children more creative than adults’ will show. What
is difficult, however, is to find scientific research actually supporting them. It is not
always clear where the numbers come from, or even what they are supposed to
mean, for example, if 98% of children “test as highly creative,” this should raise
some serious concerns regarding the norm scores used.

Regardless of such issues, however, the basis for the “children are more cre-
ative” belief seems to lie mostly in the notion that young children supposedly do not
worry as much about giving the ‘correct’ response, and instead are more likely to do
what they like or what occurs to them. As they get older, children learn that some
behaviors are rewarded, for example, with praise or with high grades, and this—it is
thought—guides their development away from creativity. In a way, this reasoning
actually is in line with some of what we know from research. For example, research
has shown that creativity can easily be inhibited by evaluation and rewards (we will
return to this below, in the section on the creative environment), and that even
young children who ‘learn’ to do a creative task (such as making a drawing) in
order to gain a reward (such as a piece of candy or the opportunity to play with an
attractive toy) often perform less creatively, and enjoy the task less (see Amabile,
1996, for an overview). However, whether this means that children are more cre-
ative than adults in a direct comparison, or whether such a direct comparison even
makes sense to begin with, is far from clear.

Older Adults and Creativity

In general, older people are confronted with a variety of negative stereotypes
(Cuddy, Norton, & Fiske, 2005; Fiske, Cuddy, Glick, & Xu, 2002; Lamont, Swift,
& Abrams, 2015), and creativity is no exception. Young age tends to be associated
with curiosity, flexibility, energy, and creativity, whereas old age tends to be
associated with a lack of flexibility, lower motivation, decreased cognitive abilities,
and a lack of openness to change (Ng & Feldman, 2012; Shearring, 1992). Whether
this is a specific lay belief about age and creativity or simply an extension of the
general belief that old age comes with a general decline in physical and
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psychological abilities is difficult to say, but it is clear that older people are gen-
erally thought to be less creative than their younger counterparts.

Empirical research in fact does not show a clear disadvantage of old age for
creativity. In a recent review article on the relation between age and creativity at
work, Rietzschel et al. (2016) reviewed two meta-analyses and seven further pri-
mary studies on the relation between age and creativity and innovation at work.
They conclude that most research shows no direct relation between age and cre-
ativity. For example, a meta-analysis by Ng and Feldman (2008) found no sig-
nificant relationships between age and either self-reported or supervisor-rated
creativity and innovation. Further, a more recent meta-analysis by Ng and Feldman
(2013) on the relation between age, job tenure, and innovation-related behaviors
showed no relations between age and innovation-related behaviors, with the
exception of a weak positive relation between age and self-rated innovative
behavior. As a concrete example, Rietzschel et al. (2016) also give a short summary
of research on age and scientific creativity. Again, research suggests that older
people (in this case, scientists) are no less creative than their younger colleagues;
although there is evidence for a curvilinear relation between age and scientific
productivity (peaking around the age of 40–45; Stroebe, 2010; also see Simonton,
1997), this seems to have changed in the last two decades. For example, a study by
Gingras, Lariviere, Macaluso, and Robitaille (2008) failed to find a significant
decrease in productivity even after the age of 50 years.

Lay Theories About the Creative Process

As explained earlier, lay beliefs often assume that creativity is a matter of innate
talent that only a few people possess. Most creativity researchers, however, agree
that highly eminent creativity (Big-C creativity) is not fundamentally different from
ordinary creativity (little-c creativity), that is, they rely on a continuity principle
(Guilford, 1950). For example, the creative cognition approach defines creativity as
the product of ‘ordinary’ cognitive processes that are used to produce something
extraordinary (e.g., Smith, Ward, & Finke, 1995; Nijstad & Stroebe, 2006; Ward,
1994). Using models and concepts from ‘ordinary’ cognitive psychology, studies in
the creative cognition tradition have been able to study, predict, and explain cre-
ative performance quite well (e.g., Smith et al., 1995; Nijstad & Stroebe, 2006;
Ward, 1994). Basal examples for the inborn talent to create are the flexible use of
language—through which we can generate a tremendous variety of novel con-
structions (Chomsky, 1972; Pinker, 1984)—the ability to combine concepts to
generate more complex ones, and the capacity to map properties analogically across
different domains (Finke, Ward, & Smith, 1992). These processes are, in them-
selves, creative and, moreover, they underlie all forms of creativity—from the most
mundane to the most extraordinary. Important to notice, although creative thinking
skills are considered normal cognitive functions, individual differences in creativity
exist, for example, due to variations in the use of specific processes, deviation in the
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intensity of process use, and differences in the combination of processes. Moreover,
many researchers agree that creative skills can, to some extent, be nurtured (Ritter,
Strick, Bos, van Baaren, & Dijksterhuis, 2012c; Scott et al., 2004).

Divergent and Convergent Creativity

A common lay belief is that creative thought equals divergent thought. This seems
to stem from the belief that creativity is fundamentally different from ‘ordinary’
behavior and cognition, and that those kinds of cognitions and behaviors that get
formally taught and rewarded in society must, by extension, be incompatible with
creativity. Although the creative process involves divergent thought, they are not
synonymous. In fact, the creative process entails both divergent thought and con-
vergent thought (Guilford, 1967; Maier, 1967; Simon, Newell, & Shaw, 1962).
Divergent thought involves producing multiple or alternative answers from avail-
able information by making unexpected combinations, recognizing links among
remote associates, or transforming information into unexpected forms. A typical
example of divergent creativity is idea generation (e.g., during a brainstorming
session). There is strong evidence which suggests that divergent thinking represents
a distinct ability necessary for many forms of creative performance (Bachelor &
Michael, 1991, 1997; Mumford, Marks, Connelly, Zaccaro, & Johnson, 1998;
Plucker & Renzulli, 1999; Scott et al., 2004; Scratchley & Hakstian, 2001;
Sternberg & O’Hara, 1999; Vincent, Decker, & Mumford, 2002). However,
although important, divergent thought is only one component of the creative pro-
cess. Many scholars emphasize the need for an additional cognitive ability, con-
vergent thinking. Convergent thought is the cognitive process of deriving the single
best, or most correct, answer to a problem or question (Fasko, 2001; Nickerson,
1999; Treffinger, 1995). Convergent thought emphasizes accuracy and logic, and
applies conventional search, recognition, and decision-making strategies, and as
such can easily be considered to be ‘uncreative,’ but it may actually still require
creativity as well. Convergent thought, for example, is required in tasks where
seemingly unrelated concepts have to be related, as measured in the Remote
Associates Test (Mednick, 1962). In this task one has to generate a fourth word,
which connects three seemingly unrelated words (example: bar—dress—glass,
fourth word: cocktail; cocktail bar, cocktail dress, cocktail glass). Further, con-
vergent thought and divergent thought are often combined. A creative activity that
requires the strong interplay of divergent and convergent thought is creative
problem-solving—the cognitive process of searching for a novel and inconspicuous
solution to a problem. For example, in the two-string problem, participants are
required to tie together two strings hanging from the ceiling. However, the strings
are arranged so far apart that they cannot be reached at the same time. The solution
requires the use of one of the objects available in the room so that one string can be
set in motion as a pendulum. This swinging string can then be caught, while
holding the other string, and thus they can be tied together. To solve this problem,
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divergent thought is needed to come up with the idea to use the displayed object in
an unfamiliar manner, and convergent thought is needed to verify the problem
solution.

Creativity and Flexibility

In a recent study, Baas et al. (2015) asked laypeople which processes they believed
to be beneficial to creativity. Across the board, their participants strongly believed
that the likely process leading to creativity is flexible thought (associative, broadly
oriented thinking), rather than systematic thought (deliberate, persistent thinking).
Indeed, several studies have shown that flexibility and the ability to break mental
sets are related to creativity (e.g., Duncker, 1945; Smith & Blankenship, 1991). The
idea that creative thinking only stems from flexibility is, however, too narrow.
Flexibility is only one way in which people can arrive at creative ideas. There are
two pathways toward creative performance: the (well known) flexibility pathway,
and a persistence pathway (De Dreu, Baas, & Nijstad, 2008).

The flexibility pathway entails the ability to switch among different perspectives,
involves associative thinking and requires adaptive switching among categories and
approaches (Ashby, Isen, & Turken, 1999; Rowe, Hirsh, & Anderson, 2007). The
flexibility pathway can, for example, be facilitated by mind wandering (Baird et al.,
2012) and incubation (Dodds, Ward, & Smith, 2003; Sio & Ormerod, 2009); it is
also related to positive, activating mood states, such as happiness. The persistence
pathway, in contrast, involves effortful in-depth exploration of a few possibilities
and perspectives (Chermahini & Hommel, 2010; De Dreu et al., 2008; Nijstad, De
Dreu, Rietzschel, & Baas, 2010; Sagiv, Arieli, Goldenberg, & Goldschmidt, 2010).
It relies on focused attention (De Dreu, Nijstad, Baas, Wolsink, & Roskes, 2012;
Oberauer, Süb, Wilhelm, & Wittmann, 2008) and requires deliberate and systematic
searching (Rietzschel, De Dreu, & Nijstad, 2007a). The persistence pathway can be
facilitated by focused attention (De Dreu et al., 2012; Oberauer et al., 2008) and by
systematic probing of a few possibilities and perspectives (Rietzschel, Nijstad, &
Stroebe, 2007b), and has been found to relate to negative activating mood states,
such as anger. Thus, in contrast to lay theories, which suggest that creativity is
always the result of flexible thought, research has shown that multiple cognitive
pathways to creativity exist.

Does Creativity Come Unexpectedly?

Laypeople tend to believe that creativity, rather than being the result of deliberate
and conscious work, comes unexpectedly—for example, when traveling or with
relaxing activities (Baas et al., 2015). The lay theory that creativity comes unex-
pectedly might, at least partially, be the result of a mystification of the creative
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process by highly creative people (Van Strien, 2012). For example, Van Strien
(2012) notes that many of the classic examples of sudden and unexpected insight
were usually recorded years or even decades after the event supposedly took place,
and do not always fit other, more contemporary accounts. Nevertheless, these
stories resonate strongly with the general audience, probably because they are also
in line with the previously mentioned theory about the creative individual as
somehow different and beyond ordinary understanding.

Anecdotal accounts of creative individuals oftentimes report that creative dis-
coveries resulted from a process whereby initial conscious thought is followed by
an incubation phase: one is working on a problem, the problem cannot be solved,
one leaves it aside for some time (i.e., the incubation period), and when returning to
the problem one suddenly has some new insight into how to solve the problem.

The idea that a period of incubation might facilitate creativity has not only been
suggested by lay theories and by creative people, it has also been stressed in
creativity models. For example, Wallas (1926) proposed that the creative process
entails four stages: preparation (acquisition of knowledge to some task, and
defining the task or problem one aims to work on), incubation (unconscious
task-related processing that occurs when conscious attention is diverted away from
the task), illumination (a creative idea flashes into sight), and verification (the
creative idea is subjected to evaluation and elaboration). Tremendous attempts have
been made to scientifically investigate incubation effects. A Google Scholar search
(Sio & Ormerod, 2009)—with the search restricted to the years 1997–2007 the term
incubation along with either creativity, insight, or problem—yielded more than
5000 articles. Meta-analytic reviews have shown that a period of incubation indeed
helps creativity (Dodds et al., 2003; Sio & Ormerod, 2009). However, it is not yet
clear why incubation is helpful. The central discussion between different theories is
about whether during an incubation period it is merely the absence of conscious
thought that drives creativity (for example, due to relaxation, facilitating cues from
the environment, forgetting of fixating elements, and mental set-shifting), or whe-
ther unconscious processes actively contribute to creative thought. Several studies
provide empirical support for the idea that it is not merely the absence of conscious
thought that drives creativity, but that during an incubation period unconscious
processes can contribute to the generation of ideas and solutions (Ritter, van
Baaren, & Dijksterhuis, 2012b; for a review, see Ritter & Dijksterhuis, 2014).

Certainly a creative idea may be found before a decrease in conscious effort, that
is, before the incubation stage. However, during some (prolonged) creative thought
processes conscious and unconscious periods alternate, and a period of incubation
seems to precede creative breakthroughs.

Is Creativity Uniquely Human?

Another common lay belief is that creativity is uniquely human. Very few non-
human animals are thought to have creative capabilities (behaviors that might be
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interpreted as creative in humans are usually explained as instinctive or learned
when it comes to nonhumans), and even if they do, these are thought to be very
limited (e.g., Byrne, 1998). In fact, Guilford (1950) explicitly mentioned creativity
as one of the last domains in which humans would be likely to retain superiority
over machines. Many, perhaps even most, human activities could be programmed
and automatized, which might raise the fear of humanity becoming obsolete
somehow. Creativity might be the last stronghold of humanity: “Presumably, there
would still be need for human brains to operate the machines and to invent better
ones” (Guilford, 1950, p. 446). However, Artificial Intelligence (AI) can model
some specific aspects of creativity, for example, transformation, exploration, and
combination (Boden, 2009).

Transformational creativity entails that the space or style of an idea are trans-
formed by altering or dropping one or more defining dimensions, allowing the
generation of ideas that simply could not have been generated before the change.

Explorational creativity is what most creative individuals, even on the most
eminent level, do—it is about exploring the spaces created by their (relatively rare)
moments of transformation. Interestingly, computers can come up with exploratory
processes that are comparable—sometimes even superlative—to those of highly
competent human professionals (Boden, 2009, p. 27). Examples can be found in
various domains, such as physics (e.g., Zytkow, 1997), music (e.g., Cope, 2006),
architecture (e.g., Hersey & Freedman, 1992), and visual art (e.g., Cohen, 2002). In
the visual arts, a nice example is Harold Cohen’s program, AARON (Cohen, 1995).
Art made by AARON has been exhibited at major art galleries around the world.
Cohen’s quote “I am a first-class colorist. But AARON is a world-class colorist”
demonstrates that a computer program can surpass its programmer in creative
performance.

Combinational creativity entails producing unfamiliar combinations of familiar
ideas by making associations between ideas that were previously not, or only
indirectly, related. For example, the creative idea of a roll-on sun cream can emerge
by combining the idea of ‘sun cream’ with ‘ballpoint pen.’ The advantage of AI
programs is that they can make various new combinations of familiar (already
stored) concepts. What is extremely difficult for AI, however, is recognizing which
combinations are valuable and, thus, useful. What is missing—as compared with
the human mind—is the rich store of world knowledge and concepts (Boden, 2009).
AI programs can have access to databases such as Google and, hereby, may have
increased associative and inferential powers, but “using huge databases sensibly,
and aptly, […] is a tall order. Not impossible in principle, […] but extremely
difficult to achieve” (Boden, 2009, p. 26).

Thus, AI and computers can—to a certain extent—perform creatively. However,
the question whether a computer could ever be ‘really’ creative is difficult to answer
and may be more philosophical than psychological in nature.
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Is Creativity Only About Generating Ideas?

Lay theories, as well as many scientific studies on creativity, mostly focus on the
idea generation part of the creative process (West, 2002). Many popular creativity
techniques, such as brainstorming (see below) focus on stimulating people’s
ideational output, and on ways to reduce ‘blocks’ that hinder people from coming
up with creative ideas. However, important as idea generation is, for actual
implementation of creative ideas, the most creative ideas must be recognized and
selected for further development and realization. Contrary to common beliefs, the
available evidence consistently demonstrates that success in idea generation does
not predict success in idea selection, and that people perform at a suboptimal level
(and often not better than chance) when selecting creative ideas (Rietzschel,
Nijstad, & Stroebe, 2006, 2010). People tend to favor the selection of mainstream
rather than creative ideas (Rietzschel et al., 2010), and research shows that even
when people explicitly say that they value and endorse creativity, they can still have
an implicit bias against creative ideas (Mueller, Melwani, & Goncalo, 2012). Apart
from the fact that people often do not seem to value creativity, the degree to which
they do also seems to vary between situations and individuals. For example,
Herman and Reiter-Palmon (2011) have shown that participants with a strong
promotion focus (i.e., a focus on growth, attaining desired outcomes, and realizing
ambitions; Higgins, 1997) gave more accurate assessments of the originality of
ideas. In contrast, participants with a strong prevention focus (i.e., a focus on safety
and security, on avoiding undesirable outcomes, and fulfilling one’s responsibili-
ties) gave more accurate assessments on idea ‘quality’ (in this case, how coherent
and ‘workable’ the idea was). Moreover, Mueller, Wakslak, and Krishman (2014)
demonstrated that the evaluation of creative ideas can be improved by manipulating
participants’ construal level mindset, that is, the extent to which people’s thinking is
abstract or concrete (Trope & Liberman, 2010). Participants with a high-level
construal (i.e., abstract) mindset rated a creative idea higher on creativity than
participants with a low-level construal (i.e., concrete) mindset. Whereas these
studies focused on the evaluation of ideas, De Buisonjé and colleagues (under
review) went one step further—they investigated how idea selection performance
can be facilitated. They have shown that idea selection performance can be
enhanced by the combined effect of self-affirmation, promotion focus, and positive
mood.

In sum, whereas in most creativity research the focus is on creative idea gen-
eration, in real-world creativity another process—idea evaluation and selection—is
of crucial importance. Idea evaluation and selection is an essential but overlooked
step in the creative process, and unless more attention is paid to this process, our
understanding of creativity and innovation will remain incomplete.
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Lay Theories About the Creative Place

Beside lay theories about who is most likely to be creative and how creativity
works, there are several pervasive beliefs about where we are most likely to find
creative performance; in other words, which kinds of environments and settings are
most conducive to creativity. These issues have been studied particularly exten-
sively (but not exclusively) in the field of social and especially organizational
psychology. In the following, we will focus on three lay theories about the ‘creative
place’: (i) the so-called three B’s (Bath, Bus, Bed) of creative ideas, (ii) productivity
in brainstorming groups, and (iii) the role of freedom versus constraints in
creativity.

The Three B’s of Creative Ideas

A common belief about environmental influences on creativity is that we are
especially likely to get creative ideas or insights when taking a bath or a shower,
when traveling, or when relaxing in general. In the creativity literature, these
environmental influences are sometimes summarized as the ‘three B’s’ of creative
ideas, with the three B’s referring to Bath, Bus, and Bed (Boden, 2004; Dart, 1989):
places where we are in a more or less relaxed state, not actively thinking about the
task or problem we were working on, and not really preoccupied with anything in
particular. There are many famous anecdotes of creative discoveries made in such
circumstances. One well-known example is Henri Poincaré, who experienced a
major mathematical insight (which he had been searching for a long time) the
moment he stepped on a bus (see, e.g., Ghiselin, 1952). Another often-described
example is Friedrich von Kekulé, who discovered the ring-shaped structure of the
benzene molecule while dozing by the fireside (Ghiselin, 1952). These examples
appear to have contributed to several lay beliefs about creativity, such as the belief
that creativity is characterized by spontaneous insights rather than deliberate
thought (see our previous discussion of this issue), the notion that creativity can
benefit from incubation, and the belief that ideas are most likely to come to us in
environments where we relax, rather than work.

Most evidence for the ‘three B’s’ belief is anecdotal, and to our knowledge no
systematic research has actually been done to see whether people are indeed more
likely to come to creative ideas in these places, but there is research that indirectly
bears on this belief. Work on the role of incubation has already been discussed in
this chapter. In addition, however, the role of traveling has been studied by De
Bloom, Ritter, Kühnel, Reinders, and Geurts (2014), who found that recreational
travel increased participants’ flexibility (also see Gurman, 1989). Further, Maddux
and Galinsky (2009) found that living abroad was associated with higher creative
performance on a variety of measures, and that this relationship was mediated by
the degree to which people had adapted to different cultures. Seeking out a new
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environment has been suggested to work as a ‘stimulation tactic’ (Smith, 1998, a
practice that can support the creative process (rather than being idea generation
tools per se): exposure to a new environment can literally help people to ‘see a
problem in a new light,’ or break away from habitual thoughts. Ritter et al. (2012a)
demonstrated that ‘diversifying experiences’ such as unusual and unexpected
events, or events that violated pre-existing schemas, stimulated participants’ cog-
nitive flexibility. However, research by Gocłowska, Baas, Crisp, and De Dreu
(2014) suggests that not everybody will be stimulated by such experiences: for
people with a high need for structure, schema violations may even be detrimental
for creativity.

Brainstorming and Group Creativity

In the 1950s, Alex Osborn, an advertising executive, published his book Applied
Imagination. In this book, he described what he saw as the most common obstacle
on the road to creativity: premature criticism and the resulting ‘holding back’ of
ideas. To help people overcome such obstacles and generate more ideas, Osborn
recommended using a procedure he called brainstorming. In a brainstorming ses-
sion, participants are not allowed to criticize each other’s (or their own) ideas, are
expected to mention every idea they can think of, no matter how weird, and are
supposed to try to ‘build upon’ each other’s ideas to come up with even more
creative solutions. Although brainstorming is not necessarily a group technique,
Osborn recommended a group setting because of the potential for cognitive stim-
ulation: by listening to other group members’ ideas, people would be stimulated to
come up with new ideas they would not have thought of by themselves.
Accordingly, Osborn originally predicted that “the average person can think up
twice as many ideas when working with a group than when working alone”
(Osborn, 1957, p. 229), and this image seems to have stuck: a large majority of
people believe that group brainstorming is more effective than individual brain-
storming, and people who have brainstormed in a group tend to be more satisfied
with their performance than people who have worked alone (e.g., Nijstad, Stroebe,
& Lodewijkx, 2006; Paulus, Dzindolet, Poletes, & Camacho, 1993; Paulus, Larey,
& Ortega, 1995). In fact, brainstorming is often seen as a group technique by
definition, although it is perfectly possible to brainstorm by oneself.

However, when it comes to productivity, group brainstorming is not that
effective at all: groups of people brainstorming together consistently generate fewer
ideas, and fewer high-quality ideas, than the same number of people working alone
whose nonoverlapping ideas are pooled (so-called nominal groups). This was first
demonstrated by Taylor, Berry, and Block (1958), and has since then been repli-
cated numerous times (see Mullen, Johnson, & Salas, 1991 for an overview).
Several explanations have been put forward for this productivity loss in brain-
storming groups (see Stroebe, Nijstad, & Rietzschel, 2010, for an historical over-
view of brainstorming research), such as social loafing (people often invest less
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effort in group tasks than they are capable of doing) and evaluation apprehension
(people may ‘hold back’ for fear of being judged negatively by others). While such
processes do seem to play a role, the strongest explanation for productivity loss is
production blocking (Lamm & Trommsdorff, 1973), which basically comes down
to cognitive interference. When brainstorming in a group, people have to take turns
in expressing their ideas. If we have to wait for somebody else to stop speaking, not
only can we easily forget an idea we have just come up with, but it is also difficult
to continue thinking about the problem to come up with new ideas, since our
cognitive resources are engaged in listening to the other person (Nijstad & Stroebe,
2006).

Nevertheless, cognitive stimulation effects have been demonstrated. For exam-
ple, Dugosh, Paulus, Roland, and Yang (2000) found that individual brainstormers’
productivity was enhanced by simultaneously (while generating ideas) listening to a
tape recording with another persons’ ideas. Further, Nijstad, Stroebe, and
Lodewijkx (2002) found that participants generated more diverse ideas when they
were presented with ‘stimulation ideas’ from a broad range of semantic categories.

The challenge, then, is to get the best of both worlds: cognitive stimulation
without production blocking. There are some possibilities to achieve this. For
example, the Nominal Group Technique (NGT; Delbecq & Van de Ven, 1971) has
participants first engage in individual idea generation, followed by a sharing stage.
During the sharing stage, participants are encouraged to write down and contribute
any new ideas that may arise from seeing other people’s ideas. Another possibility
is the use of electronic brainstorming systems (EBS). In an EBS, participants are
seated individually behind computers, and type in their ideas individually.
However, at some location on the screen, other participants’ ideas are displayed as
well. Thus, both the NGT and EBS have the advantage of allowing people to
generate ideas without being blocked by others, while allowing for cognitive
stimulation when necessary. Research suggests that such techniques may indeed
lead to productivity gains (e.g., Dennis & Valacich, 1993; Valacich, Dennis, &
Connolly, 1994).

Freedom and a Lack of Constraints

Another common belief about environmental influences on creativity is the belief
that creativity flourishes under circumstances of total freedom, a lack of external
control, and the absence of constraints. Thus, for example, Michel de Montaigne
referred to “the disposition of nature so impatient of tedious and elaborate
premeditation, that if it do not go frankly and gaily to work, it can perform nothing
to purpose” (De Montaigne, 1685/2012), whereas contemporary musician Lady
Gaga reportedly claimed that “When you make music or write or create, it is really
your job to have mind-blowing, irresponsible, condomless sex with whatever idea it
is you are writing about at the time” (Goodreads.com, n.d.). What these quotes have
in common is the belief that creativity requires spontaneity and freedom, rather than
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control and constraints. This belief also seems to be related to the belief that young
children are most creative, since they have not yet learned to focus on rewards and
approval, and as such this could be considered to be at least some sort of internal
consistency (Furnham, 1988) in the lay theory of creativity: freedom and an
absence of constraints are considered to be essential for creativity, and young
children are thought to be most free and unconstrained—and hence most creative.

Broadly speaking, this belief is largely in line with scientific findings.
A substantial amount of research, again mostly done in organizational psychology,
has shown that people (often: employees) are most creative when they feel
autonomous and supported by their (work) environment. When people work in an
environment that is supportive, nonthreatening, and challenging, they will invest
more effort, are more willing to take risks (an important precondition for creativity),
are more open to new ideas and opinions, and adopt a more explorative thinking
style, that is, they are actively seeking out possible alternatives and improvements
(e.g., Amabile, 1996; Shalley & Zhou, 2008).

Much of this work has been done from the perspective of Self-Determination
Theory (SDT; e.g., Deci & Ryan, 2002). According to SDT, humans have three
basic and fundamental needs: the need for autonomy, the need for competence, and
the need for relatedness. Well being and motivation (particularly intrinsic motiva-
tion, the motivation to engage in a task for its own sake) are thought to be a function
of the degree to which these basic needs are fulfilled or violated. When people
perceive external control, the need for autonomy is violated, which in turn will lead
to lower motivation and lower creativity (e.g., Amabile, 1996; Shalley &
Perry-Smith, 2001; also see Shalley & Zhou, 2008, for an overview).

That external control can indeed kill creativity is most clearly shown in the
research conducted by Teresa Amabile and colleagues (see Amabile, 1996;
Hennessey & Amabile, 2010, for overviews). Most of this research has focused on
the role of rewards and evaluations on creative performance. What emerges from
these studies is that creativity indeed suffers when people perceive external control
or pressure. Thus, for example, providing people with controlling feedback (e.g.,
telling them that their performance will be judged in order to see whether they
performed as they should have) leads to lower motivation and lower creative per-
formance than informational feedback (telling people that their performance will be
evaluated and that they can use this evaluation to learn and to improve their future
performance; Shalley & Perry-Smith, 2001). Similarly, in the domain of organi-
zational creativity, it is generally found that contextual factors (such as organiza-
tional or team climate, leadership style, feedback and evaluation, etc.) are
conductive to creativity as long as they provide support, autonomy, and challenge
(Shalley & Zhou, 2008), rather than make employees feel controlled and monitored.
Thus, in general, the belief that creativity requires freedom is supported by research.
However, this view must be qualified in two ways.
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Individual Differences

First, the general lay theory of creativity and freedom does not take into account the
role of individual differences. Although Self-Determination Theory assumes the
existence of fundamental needs that all humans share, other research has demon-
strated that psychological needs differ between individuals, and that these differ-
ences can moderate the effects of contextual factors such as autonomy. Thus, for
example, although job autonomy is widely considered to be an important predictor
of job motivation and satisfaction, this relation has been found to depend on such
individual differences as growth need strength (Hackman & Oldham, 1976), the
need for autonomy and achievement (Langfred & Moye, 2004), and Personal Need
for Structure (PNS; Rietzschel, Slijkhuis, & Van Yperen, 2014). In the field of
creativity research, individual differences seem to make a difference as well. On the
whole, autonomy contributes to creativity for those people who have the discipline
and experience to work on a task independently (Chang, Huang, & Choi, 2012),
who are eager to learn and feel supported to do so (Shalley, Gilson, and Blum,
2009), and who are not easily overwhelmed by a lack of structure (Rietzschel et al.,
2014).

Task Complexity

Second, the problem with autonomy is that it implies complexity. That is, the more
freedom people receive in how to do a task, the more they will have to figure out for
themselves. The risk here is that people will respond to this cognitive load by
adopting mental shortcuts that diminish complexity but may not be compatible with
the demand for creativity. In this context, Ward (1994; Finke et al., 1995) for-
mulated the path-of-least-resistance- hypothesis: in a creative task, people tend to
generate those responses that come to mind most easily, but unfortunately those
often are the least creative responses. For example, when asked to generate creative
ideas as to how people can improve their health, the first things to come to mind are
the suggestions all of us are confronted with every day (e.g., eat more vegetables,
stop smoking). Since creativity requires ideas, solutions, or products that are novel,
original, or unusual, anything that makes it difficult to leave the path of least
resistance can be a hindrance to creative performance. Research suggests that task
complexity can indeed increase reliance on mental heuristics (e.g., Bodenhausen &
Lichtenstein, 1987; Branscombe & Cohen, 1991; Ford & Kruglanski, 2005; Simon,
1955; Van Prooijen & Van de Veer, 2010), probably because complex tasks put a
heavy load on working memory (WM), especially the central executive component
of WM (Baddeley, 1996). Since WM capacity has been linked repeatedly to cre-
ative performance (De Dreu et al., 2012; Benedek, Jauk, Sommer, Arendasy, &
Neubauer, 2014; Lee & Therriault, 2013), it seems plausible that the complexity
associated with high autonomy can inhibit creative performance through a reliance
on mental shortcuts, such as the path of least resistance.
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Lay Theories About the Creative Product

Creative ideas and products can be extremely varied, from musical masterpieces, to
paintings, to literary work, to scientific and technological breakthroughs, and to
creative solutions for problems. Often, lay beliefs about creativity suggest that the
term creativity only applies to revolutionary ideas, for example, ideas we give
Pulitzer and Nobel prizes for, and not to ideas that enhance and enrich our lives, for
example, creating a new recipe. As described earlier (see ‘Lay theories about the
creative person’), most creativity experts, however, rely on a continuity principle
and assume that highly eminent creativity (e.g., Big-C creativity) is not funda-
mentally different from ordinary creativity (e.g., little-c creativity). This implies that
revolutionary ideas as well as ideas that enhance and enrich our lives can be
considered creative—what differs is the level of creativity.

Is ‘Creativity’ Always Subjective?

Irrespective of the level of creativity, the question rises whether the creativity of an
idea or product can be evaluated with sufficient reliability and validity, or whether it
merely depends on ‘the eye of the beholder.’ Indeed, we expect that most creativity
researchers share our experience of having people, both in lay or student audiences
and among noncreativity researchers, coming up to us and asking somewhat
scepticaly how it is possible to measure creative performance, ‘since it is all sub-
jective, anyway.’ Is it possible to measure creativity at all? Whereas some
researchers see the evaluation of creativity as inherently subjective (e.g., Kilgour,
Sasser, & Koslow, 2013), or even as depending on zeitgeist (i.e., the sociocultural
environment an idea or product is born into; Simonton, 1999), others assume that
within a certain time and group, people tend to agree on whether an idea or product
can be considered more or less creative (e.g., Amabile, 1982; Guilford, 1967; Lim
& Plucker, 2001; Runco, 1999; Runco & Johnson, 2002). The judgment of cre-
ativity is, to a certain degree, subjective; this subjectivity, however, does not have to
be problematic, as long as different people get to (more or less) the same subjective
judgment. Therefore, instead of striving for ‘objectivity’ in creativity judgment, we
should strive for consensus in creativity judgment. The challenge is to identify
relevant criteria of an idea’s or product’s creativity.

Creativity researchers have tried to define the characteristics that lead to an idea
or product being judged as ‘creative.’ There is strong agreement (also see our earlier
explanation on the definition of creativity) that a creative idea or product has to be
original (i.e., novel) and useful (i.e., effective; e.g., Amabile, 1996; Campbell, 1960;
Feldman, Csikszentmihalyi, & Gardener, 1994; Runco, 2004). As we have seen,
these two criteria are part of the commonly used definition of creativity, but the
question is whether people also use these two dimensions to judge whether
something is creative. Empirical research supports this idea by showing that
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creativity evaluations strongly depend on the perceived novelty, and, to a lesser
degree, on the perceived usefulness (Caroff & Besançon, 2008; Dietrich & Haider,
2015; Runco & Charles, 1993).

The evaluation of an idea or product on specific criteria usually entails asking
judges to evaluate the idea or product on a dichotomous or continuous scale
(Benedek, Mühlmann, Jauk, & Neubauer, 2013; Kaufman, Plucker, & Baer, 2008;
Silvia et al., 2008). This method is rooted in the Consensual Assessment Technique
(CAT; Amabile, 1982; Hennessey & Amabile, 1999)—by far the most common
method in creativity research, due to its relative simplicity and the consistently high
levels of inter-rater reliability for various kinds of creative products. The assessment
of ideas or products based on the CAT is particularly useful in the study of ‘little-c’
(everyday) creativity, and it can be applied to the creativity evaluation of any kind
of idea or product.

Using the CAT technique, the ideas generated by participants are generally
scored for fluency, flexibility, elaboration, and originality. Fluency is operational-
ized as the number of ideas generated. Flexibility is operationalized as the number
of unique categories the ideas can be assigned to. Elaboration is operationalized as
the amount of detail that is provided (Guilford, 1968). Originality is operationalized
as the uniqueness of the idea generated (Runco, 1999).

Consequences of Lay Theories on Creativity

In this final section, we will focus on the possible negative consequences of
incorrect lay theories of creativity. Why is it a problem if people hold false or
incomplete beliefs about creative persons, processes, places, or products? We will
discuss three reasons: stereotype threat, lack of developmental opportunities, and
self-selection.

Stereotype Threat

Some of the lay theories we have discussed take the form of stereotypes (e.g., about
older people). Although stereotypes need not be negative in content (for example,
some social groups may be stereotyped as ‘smart’ or ‘very trustworthy’), they have
been linked extensively to prejudice and discrimination (e.g., Bar-Tal, Graumann,
Kruglanski, & Stroebe, 2013). Another way in which stereotypes can be prob-
lematic is by eliciting so-called stereotype threat (Steele & Aronson, 1995). When
members of a certain social group are aware of the existing stereotype of their
group, the fear of confirming this stereotype may cause them to underperform in
exactly the kinds of situations the stereotype relates to. Thus, stereotype threat can
cause stereotypes to become a self-fulfilling prophecy.
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Stereotype threat effects have also been demonstrated in creativity research. For
example, Seibt and Förster (2004, Study 4) found that participants performed worse
on a creative idea generation task when they had first been confronted with a
negative stereotype concerning their own group (i.e., that students from their major
typically performed badly on these tasks) than when they had been confronted with
a positive stereotype. Thus, some people’s creative performance might suffer if they
do not fit the stereotype of the creative individual, but rather are stereotyped as dull
and unimaginative. For example, people who clearly do not have the traits com-
monly associated with creativity (e.g., people who are emotionally stable, not
impulsive, highly systematic, not flexible, etc.) might a priori be seen as uncreative
and might be exposed to such stereotypes, thus causing stereotype threat and lower
creative performance. This could prevent them from realizing or developing the
creative potential they may actually have (e.g., because they might be well suited to
performing creatively in a more systematic fashion) and, over time, confirm their
self-image of not being creative.

Lack of Developmental Opportunities

If people hold incorrect beliefs about the abilities and processes underlying cre-
ativity, or about the contextual factors that stimulate or inhibit creativity, inter-
ventions to stimulate creativity may be less effective or even fail completely. For
example, creativity trainings can be effective, but how effective they are depends on
the type of training offered. In a meta-analysis of studies on creativity training, Scott
et al. (2004) concluded that “successful training courses devote less time and
resources to techniques that stress unconstrained exploration” (p. 377). Instead,
trainings that provide people with concrete and specific techniques and heuristics
(such as the use of brainstorming rules, checklists, or feature comparisons) appear
to be significantly more effective. The relation with creativity beliefs lies in the fact
that, as we have seen, creativity is often particularly associated with unconstrained
exploration, rather than with systematic work. This could easily lead people to
prefer training methods or content (or other interventions) that fit this association,
even though such trainings tend to be less effective.

A more general problem in this context is that, as also addressed earlier in this
chapter, some lay beliefs about creativity seem to imply an entity theory (Dweck
et al., 1993) of creative potential, that is, the belief that people are either creative or
not, and that creativity cannot be developed (e.g., Furnham, 2014). Research shows
that entity theories (as compared with incremental theories) can be quite detrimental
for learning and performance in a variety of settings and domains (see Burnette
et al., 2013, for a meta-analysis). For example, Plaks and Chasteen (2013) found
that older adults performed worse on a variety of memory tasks if they had entity
beliefs than if they had incremental beliefs. In a study among math teachers, Rattan,
Good, and Dweck (2012) found that teachers holding entity theories tended to use
feedback strategies that were comforting (e.g., reassuring underperforming students
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that ‘not everybody can be good at maths’), but also demotivating. As we have
seen, creative skills can be developed (Scott et al., 2004), but if people hold entity
theories about creativity, they are less likely to seek out such development
opportunities (or to offer such opportunities to others, e.g., in the case of super-
visors) and are less likely to attain optimal learning outcomes.

Self-selection

If creativity is consistently associated with certain traits or environments, some
people may opt out of the creative process, or certain environments, because of a
perceived lack of fit. When it comes to work, for example, the
attraction-selection-attrition (ASA) framework (Schneider, 1987) describes how
only a subset of people will be attracted to certain jobs or organizations, how only a
subset of these people will actually be selected for a job within the organization,
and, finally, how only a subset of those people will remain within the organization
over time. One consequence of this is that organizations run the risk of becoming
more homogeneous over time, and hence losing out on potentially valuable
diversity. Thus, some people might not feel attracted to organizations with a rep-
utation for creativity or innovation, or to professions that are known (or thought) to
require creativity. If such self-selection happens on the basis of misconceptions,
both the organization and the individual might be worse off.

Conclusion

In this chapter, we have attempted to outline and discuss several of the lay theories
that people hold about creativity. Some of these lay theories concern the charac-
teristics of creative persons, such as the ‘mad genius’ belief, others revolve around
the creative process itself (such as the ‘flexibility’ belief) or the environmental
factors that are thought to contribute to (or hinder) creative performance (such as
group collaboration). As we have seen, these lay theories are not always in line with
scientific findings; many are completely false, and even the ones that have a basis in
fact are only partially correct. This is important, because misconceptions and
incorrect (or incomplete) assumptions about creativity can be harmful, for a variety
of reasons (such as stereotype threat and a lack of development opportunities).
Given the importance of creativity for all domains of life, including such diverse
endeavors as science, technology, design, sports, medicine, and art, we cannot
afford to let our lay theories guide our creative efforts without empirical scrutiny.
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Mindsets About Malleability
and Intergroup Relations

Aneeta Rattan and Oriane Georgeac

Stereotyping. Prejudice. Discrimination. We live in a world rife with unwanted
intergroup bias. Is this inevitable, or can it be changed? Recent research suggests
that people’s yes or no answers to this question may determine which reality
emerges, one in which intergroup relations are improved over time, or one in which
they are continually marked by intergroup divisions and bias. That is, a burgeoning
field of research shows that people’s ideas about whether attributes can change or
not—their naïve beliefs about malleability—have real consequences for intergroup
relations.

The main goal of this chapter is to review the literature on these lay theories or
mindsets about malleability (terms that will be used interchangeably) to illustrate
how people’s mindsets drive their outlook on and responses to stereotyping, prej-
udice, discrimination, and the likelihood of intergroup reconciliation. The central
tenet of this chapter is that a lay theory approach offers much to the study of
intergroup relations. Reciprocally, of course, the unique challenges of intergroup
interactions also offer novel insights to the study of lay theories about malleability.
Therefore, along the way, we will take opportunities to highlight some of the many
open questions that may benefit from integrating the study of mindsets about
malleability and intergroup relations.

To ground our discussion in precise psychological terms, we offer definitions of
stereotyping (Cardwell, 1996), prejudice (Allport, 1954), discrimination (Dovidio,
Hewstone, Glick, & Esses, 2013), and stigma (Goffman, 1963).

Stereotyping: The cognitive association of social groups with specific, positive
or negative, traits or characteristics.

Prejudice: Affective negativity toward outgroups, which can be directed toward
outgroup members on the basis of their group memberships.
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Discrimination: The differential and negative treatment of a person or group of
people, due to their social group memberships. It can be a result of conscious or
nonconscious stereotyping, prejudice, or ingroup preference.

Stigma: A characteristic that marks a person as “lesser than” in the minds of
others, or the experience of being treated as “less than” due to the possession of said
characteristic.

Although these cognitive, affective, and behavioral reactions to intergroup
interactions are naturally arising characteristics of normal human functioning
(Allport, 1954; Dovidio et al., 2013; Ito, Thompson, & Cacioppo, 2004) and thus
play a social function in groups (Macrae & Bodenhausen, 2000; Taylor, 1981), they
can also impede social interactions, harm members of negatively-evaluated groups,
and undermine equity in society. For these reasons, and acknowledging this caveat,
as we present the research linking mindsets about malleability to stereotyping and
prejudice, we largely consider these intergroup phenomena in terms of their neg-
ative or unwanted effects on individuals and society. As we will show, mindsets
about malleability fundamentally shape each of these intergroup dynamics. For this
reason, we advocate an approach to intergroup relations that considers people’s lay
theories about malleability.

Mindsets About Malleability

This chapter focuses on mindsets about malleability, also called lay or implicit
theories about malleability. Some people believe that characteristics (e.g., intelli-
gence, personality, prejudice, groups, etc.) are fixed and stable—i.e., that they do
not change over time. This belief is known as a fixed mindset, or entity theory.
Other people, by contrast, believe that characteristics can grow and develop over
time. This is called a growth mindset, or incremental theory. It is important to note
that these beliefs, theories, or mindsets represent two ends of a continuous
dimension along which people tend to be normally distributed (Dweck, 1999).

People’s lay theories or mindsets about the malleability of characteristics are
naïve beliefs, learned through exposure and experience (Dweck, 1999). Because
these beliefs focus on a core component of social understanding (i.e., malleability;
Hong, Chiu, Dweck, Lin, & Wan, 1999; Weiner, Heckhausen, & Meyer, 1972;
Weiner, 1985), they ground people’s meaning systems and snap into action as
people encounter and interpret situations and other people (Plaks, Levy, & Dweck,
2009). In this way, lay theories serve as a perceptual lens or filter between a person
and the world. That is, these beliefs drive people’s understandings of social
information, their responses to it, as well as their goals and actions (Levy, Plaks,
Hong, Chiu, & Dweck, 2001).

Mindsets are also domain specific (Dweck, Chiu, & Hong, 1995; Levy et al.,
2001), pertaining to beliefs about the malleability of specific characteristics. The
measurement of fixed versus growth mindsets involves asking people whether they
agree or disagree with statements regarding a specific characteristic, such as
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intelligence (e.g., “You have a certain amount of intelligence and you really can’t
do much to change it”; Dweck et al., 1995; Dweck & Leggett, 1988), morality (e.g.,
“Whether a person is responsible and sincere or not is deeply ingrained in their
personality. It cannot be changed much.”; Dweck et al., 1995), or prejudice (e.g.,
“People’s level of prejudice is something very basic about them that they can’t
change very much”; Carr, Dweck, & Pauker, 2012), or regarding more generalized
beliefs about the whole person (e.g., “kind of person” theories, “Everyone is a
certain kind of person, and there is not much that they can do to really change that”;
Chiu, Hong, & Dweck, 1997; personality theories, “A person can do things to get
people to like them, but they can’t change their real personality”; Dweck, 1999), the
nature of groups (“Every group or nation has basic moral values and beliefs that
can’t be changed significantly”; Halperin, Russell, Trzesniewski, Gross, & Dweck,
2011; also see Rydell, Hugenberg, Ray, & Mackie, 2007), or the nature of the world
(“Some societal trends may dominate for a while, but the fundamental nature of our
world is something that cannot be changed much”; Dweck et al., 1995). Because
mindsets are domain specific, it is possible for an individual’s beliefs to vary
between strong incremental theories in some domains and strong entity views in
other domains. In the review of research that follows, we will highlight the type of
mindset that influences each intergroup phenomenon. We note, however, that the
research on mindsets about malleability and intergroup relations has not been
exhaustive, and therefore the question of which mindsets are most meaningful in
intergroup dynamics and why remains open.

As naïve beliefs, implicit theories are latent knowledge structures that can be
activated when relevant to the task or situation (Dweck & Leggett, 1988; Dweck,
1999). Here, the term “implicit” is used to evoke the fact that these beliefs underlie
social perception and interaction, whether consciously or nonconsciously (Dweck,
1999)—as opposed to “implicit bias” which refers specifically to unconscious
stereotypic associations (Greenwald & Banaji, 1995). Therefore, while people may
not spontaneously describe their fundamental beliefs about the malleability or
fixedness of a given characteristic as orienting their social understanding, they are
nevertheless readily able to express these core beliefs when asked. Given this,
measures of implicit theories are relatively direct and straightforward, as can be
seen from the example items in the paragraph above.

We emphasize that these terms do not represent the sorting of people into
different personality types. While most people have a core belief within a domain
that drives their understandings, evaluations, and reactions, this does not mean
that they are unaware of the alternative. Because of this general knowledge, it is
possible to temporarily activate a specific theory in an experimental manipulation.
Researchers have done so using articles that purport to summarize scientific find-
ings (Bergen, 1991; Chiu et al., 1997), or with the subtler biased questionnaire
manipulation that exposes participants to a target theory and only offers the option
of agreement (Job, Dweck, & Walton, 2010; Rattan, Savani, Naidu, & Dweck,
2012). Research on mindsets about intelligence also shows that people can be
trained in and convinced of a growth mindset with consequences that unfold over
time, suggesting that such interventions can have lasting impacts on individuals’
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beliefs (Aronson, Fried, & Good, 2002; Blackwell, Trzesniewski, & Dweck, 2007;
Good, Aronson, & Inzlicht, 2003).

Most importantly, whether they are measured or manipulated, mindsets have
meaningful consequences for stereotyping, prejudice, and people’s reactions to
intergroup contact. In the next section, we review research that showcases how
mindsets (about the malleability of personality, of the “kind of person” someone is,
and of prejudice) affect stereotyping and prejudice from the perspective of per-
ceivers, that is, those who observe others across group boundaries and may exhibit
stereotyping, prejudice, and discrimination. Following that, we summarize how
targets of prejudice, that is, those who are subject to bias, are shaped by mindsets
(about intelligence, personality, and groups) in contexts where they face stereo-
typing and overt or subtle prejudice. Of course, across situations the roles of per-
ceiver and target can vary, and in some situations of intergroup conflict, people are
both perceivers and targets at the same time (Richeson & Shelton, 2007; Shelton,
Richeson, & Vorauer, 2006). Acknowledging this complexity, we use these terms
to highlight whether we are discussing the expression of intergroup bias (i.e., on the
part of perceivers), or responses to intergroup bias (i.e., on the part of targets).
Toward the end of this chapter, we will return to discuss the broader implications of
this work for intergroup reconciliation, which necessarily spans the perceiver-target
distinction, and the potential for mindsets to promote more positive intergroup
relations.

We also note that there are other types of lay theories that relate to intergroup
dynamics (for a review, see Levy, Chiu, & Hong, 2006), but given our focus on
mindsets about malleability, these are outside the scope of this chapter. To offer just
a few examples of lay beliefs particularly relevant to the intergroup domain,
research has documented the importance of lay theories regarding the protestant
work ethic (Levy, West, Ramirez, & Karafantis, 2006; Rosenthal, Levy, & Moyer,
2011), beliefs about diversity (Plaut, Thomas, & Goren, 2009; Rattan & Ambady,
2013; Richeson & Nussbaum, 2004; Rosenthal & Levy, 2012), and belief in a just
world (Bal & Van den Bos, 2017; Lerner, 1980). Others have also explored the
related but distinct construct of psychological essentialism, defined as the belief that
groups are distinct from one another because of their immutable, inherent and
biology-based essences (Bastian & Haslam, 2006; Haslam, Rothschild, & Ernst,
2000; Haslam, 2017; Pauker, Ambady, & Apfelbaum, 2010), and lay theories about
the biological or genetic nature of characteristics (Keller, 2005; Sanchez, Young, &
Pauker, 2015; Williams & Eberhardt, 2008; Yzerbyt, Rocher, & Schadron, 1997).
We note that holding a fixed mindset does not necessarily imply believing that
characteristics are genetically determined, or denying the role of the environment in
influencing these characteristics. It is indeed possible to believe that traits are
influenced by one’s environment and experiences over a certain period of time, but
that after this period, traits come to “consolidate” into a fixed and stable state
(Dweck, 1999). Similarly, holding a growth mindset does not necessitate rejecting
the role that genetics may play in influencing individual characteristics, or equate to
claiming that anybody has the potential to reach any goal (Dweck, 1999;
Rattan, Savani, Naidu, & Dweck, 2012). More research should explore how these
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different lay beliefs relate to one another, insofar as they do, and how they might
mutually constitute stereotyping and prejudice (Haslam, Bastian, Bain, & Kashima,
2006; Levy, et al., 2006a, b).

Perceivers’ Mindsets, Stereotyping, and Prejudice

How do intergroup dynamics unfold on the perceivers’ side? It begins with cate-
gorization (Taylor, 1981), which happens rapidly and often automatically (Ito et al.,
2004; Ito & Urland, 2003). As perceivers categorize a person into an outgroup, the
content knowledge associated with the corresponding social category comes online
(Crisp & Hewstone, 2007; Freeman & Ambady, 2009, 2011; Macrae,
Bodenhausen, & Milne, 1995). This content knowledge represents cognitive
associations formed about the group through the course of everyday interactions
with the world, and is known as stereotype content knowledge (Fiske, Cuddy,
Glick, & Xu, 2002). Whether endorsed or not, these social group associations can
rise to the level of consciousness, or remain nonconscious, but in either case can
influence attitudes, cognition, and behavior (Dovidio, Kawakami, Johnson,
Johnson, & Howard, 1997; Greenwald & Banaji, 1995). When perceivers agree
with negative stereotypes, they can also exhibit the affective negativity that is
referred to as prejudice (outgroup hatred, as opposed to ingroup love, Brewer, 1999;
de Dreu, 2010; Halevy, Bornstein, & Sagiv, 2008; Halevy, Weisel, & Bornstein,
2011). When negative stereotypic associations and affective negativity yield neg-
ative or biased behavior or policies toward outgroups, this is considered discrimi-
nation (Dovidio et al., 2013).

These are basic processes fundamental to intergroup perception. But we also
know that there is variance in the degree to which people endorse stereotypes and
exhibit prejudice (Dunton & Fazio, 1997; Fiske & Neuberg, 1990; Kawakami,
Dion, & Dovidio, 1998; Livingston & Drwecki, 2007), and variance in how much
these intergroup dynamics are cued by environments (Crandall, Eshleman, &
O’Brien, 2002; Pettigrew, 1959). We suggest that an approach to intergroup rela-
tions that accounts for the influence of lay theories about malleability can offer
insight into this variance. Although much is left to do, we highlight research that
offers compelling evidence that beliefs about malleability affect categorization,
stereotype formation and endorsement, as well as the expression of prejudice.

Categorization

Upon encountering a novel individual, people diagnose their social category group
memberships (Ito et al., 2004; Taylor, 1981). In the context of person perception, a
fixed mindset is associated with viewing even minimal information as indicative of
a person’s character (Chiu et al., 1997). Extending this perceptual tendency to the
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intergroup context, people who believe strongly that the “kind of person” someone
is cannot be changed (a fixed mindset, or entity theory) may consider social cate-
gory membership as indicative of identity to a greater degree than people who
believe strongly that the “kind of person” someone is can be changed (a growth
mindset, or incremental theory). Consistent with this prediction, Eberhardt,
Dasgupta, & Banaszynski (2003) documented a difference in how entity versus
incremental theorists respond to racial categories. Participants received demo-
graphic information about a target person that listed this person’s race as either
“Black” or “White.” On the next screen, the image of the target person presented
was a computer-generated face, morphed from a Black original face and a White
original face. The question was whether people with fixed versus growth mindsets
would differ in how they applied the prior categorization. To assess this, later in the
study, participants had to recall the target person that they had seen by choosing
him from two images. Unbeknownst to participants, neither image actually repre-
sented the target person that they had seen. Rather, one had been morphed with
more of the original Black face, and the other had been morphed with more of the
original White face. In a first study, which measured participants’ lay theories,
entity theorists were more likely to choose the category-congruent face, whereas
incremental theorists were more likely to choose the category-incongruent face.
That is, those with a fixed mindset assimilated their mental representation of the
target person toward the category label initially mentioned in the demographic
information, choosing the “more Black” face when the target person had been
labeled Black and choosing the “more White” face when the (same) target person
had been labeled White. In contrast, those with a growth mindset exhibited the
opposite pattern, contrasting away from the category label by choosing the image
more dissimilar to the category initially mentioned.

A second study that manipulated mindsets replicated these patterns, showing a
causal relationship between mindsets about malleability and these consequences for
social categorization. Moreover, participants were asked to draw, from memory, the
person they had seen. Independent judges (who never saw the original face or the
category label) rated the drawings made by those in the entity theory condition as
more in line with the category label participants had seen, but rated the drawings
made by those in the incremental theory condition as more in line with the category
label opposite to the one that was seen. The fact that participants exhibited these
patterns even though they were equally able to correctly recall the racial label
suggests that this was not mistaken identity or misunderstanding. Rather, these
findings suggest that when it comes to social group categorization, people across
mindsets are equally capable of accurately categorizing, but those with a fixed
mindset ascribe and adhere to categories to a greater degree, whereas those with a
growth mindset focus more on the characteristics that deviate from the category.

132 A. Rattan and O. Georgeac



Stereotype Formation

These consequences for social categorization raise the question of whether mindsets
about malleability also shape the way in which people develop impressions of
groups. Building upon previous lay theories research in person perception, which
showed that a fixed mindset orients perceivers more toward diagnosing a person’s
character and maintaining this judgment (Chiu et al., 1997; Erdley & Dweck,
1993), Sheri Levy and her colleagues theorized that a fixed, rather than a growth,
mindset about the kind of person someone is might predispose perceivers toward
treating even minimal information as characteristic of the whole group. That is,
these researchers tested whether mindsets about malleability shape people’s pre-
dispositions to forming stereotypes about groups. They offer compelling, conver-
gent evidence from both middle school children (Levy & Dweck, 1999) and adults
(Levy, Stroessner, & Dweck, 1998) showing that mindsets shape stereotype
formation.

To test this proposition, the researchers offered an opportunity for perceivers to
form a negative stereotype about another group. Children (aged 11–13) read about
another (fictitious) school, in which several different students behaved in mostly
negative ways such as calling a classmate’s artwork ugly or not helping a classmate
who dropped papers (Levy & Dweck, 1999). The question was to what degree
children who believed personality is fixed versus malleable would stereotype this
school as negative, and whether they would apply the stereotype to all students at
the school. As theorized, the children who held a fixed mindset about personality
formed more extreme negative stereotypes (on average considering the students at
the school to be “mean”) compared to the children who held a growth mindset
about personality (on average considering the students at the school to be “a little
mean”). Entity theorist children also applied these characterizations more globally,
i.e., to all students in the school, than did incremental theorist children (Levy &
Dweck, 1999). The difference in the stereotype formation process was perhaps most
compellingly captured in children’s verbal explanations for why students at the
school behaved as they did. Entity theorists offered explanations grounded in traits
more often, whereas incremental theorists offered explanations that touched on
external factors. An additional study revealed that entity and incremental theorists
differ in the degree to which they develop both positive and negative stereotypes.
When asked to rate the students at the schools on a series of traits (nice–mean,
honest–dishonest, friendly–unfriendly, generous–stingy, good–bad), fixed mindset
children exhibited more extreme stereotypic judgments for both the “good” and the
“bad” school compared to growth mindset children. That is, fixed mindset children
perceived students at the “good” school significantly more positively and students
at the “bad” school significantly more negatively than growth mindset children. In
addition, fixed mindset children perceived students from each of the two schools as
less likely to share interests and activities with each other than did growth mindset
children (Levy & Dweck, 1999). The fact that entity theorists also formed more
positive stereotypes for the “good” school compared to incremental theorists
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suggests that they are not necessarily more negative or critical than incremental
theorists (and vice versa, that incremental theorists are not just optimists compared
to entity theorists), but rather that a fixed mindset predisposes people to form and
rely on stereotypes more than a growth mindset.

Adults also show this predisposition toward stereotype formation when they
hold more fixed views of others (Levy et al., 1998). Undergraduates read about
student groups at another school, who (among some neutral behaviors) either
engaged in negative behaviors, such as pushing to the front of a line, or in positive
behaviors, such as sharing an umbrella with a stranger. They then wrote descrip-
tions of the groups. Entity theorists made more references to traits in their
descriptions of the groups, used more extreme adverbs (e.g., “very,” “always”), and
reported seeing the “good” and “bad” groups as more dissimilar compared to
incremental theorists. Particularly noteworthy is the fact that entity theorists made
their ratings of the groups faster than incremental theorists, and reported feeling
more satisfied with the (relatively minimal) amount of information they had been
offered about these groups. That is, not only were entity theorists more likely to
spontaneously form extreme stereotypes about the groups, but they were also
quicker to form their judgments compared to incremental theorists.

Research also shows that mindsets play a role in protecting stereotypes. That is,
extensive research has shown that stereotypes, once formed, are highly resistant to
change (Bodenhausen, 1988; Devine & Elliot, 1995; Maass, Salvi, Arcuri, &
Semin, 1989; Macrae, Hewstone, & Griffiths, 1993; Weber & Crocker, 1983).
Plaks, Stroessner, Dweck, & Sherman (2001) explored what role mindsets about
malleability might play in the maintenance of stereotype content. The researchers
both measured and manipulated people’s mindsets about the malleability of the
kind of person someone is. They exposed people to stereotype-consistent infor-
mation, stereotype-inconsistent information, or stereotype-irrelevant information
about a Nazi (a negatively-stereotyped target) or a priest (a positively-stereotyped
target), or, in another study, an entirely novel social group. In line with the findings
reviewed above, those who held fixed mindsets clung to stereotype-consistent
information, paying it more attention and preferentially remembering it. Those with
growth mindsets, by contrast, allocated more attention to and remembered infor-
mation that differed from the stereotype, whether it was inconsistent or irrelevant.
Thus, a picture begins to form of how the same world may appear strikingly
different from the entity versus incremental perspective (Dweck et al., 1995). Those
who believe personality and people are fixed are more likely to attend and adhere to
category boundaries, form more extreme stereotypes more quickly, and preferen-
tially attend to and remember stereotype-consistent information relative to those
who believe personality and people are malleable.
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Stereotype Endorsement

Even if those who hold a fixed mindset are more likely to form associations
between groups and characteristics, it does not mean that they necessarily endorse
social stereotypes to a greater degree; indeed, one can know the content of a
stereotype while disagreeing with it (Devine, 1989). Levy, Stroessner, & Dweck
(1998) tested this directly. When they asked people with growth and fixed mindsets
to list cultural stereotypes that exist about different groups in society, including
African Americans, Asians, Caucasians, Hispanics-Latinos, and Jews, there were
no differences in the number or valence of stereotypes listed. That is, when it comes
to stereotype knowledge, people across the range of mindsets are equally likely to
know stereotypic associations that are prevalent in society. Yet, when they tested
for stereotype agreement – how much these participants considered the stereotypes
to be true – systematic differences emerged. Those who had endorsed a growth
mindset were significantly less likely to agree that the stereotypes were true com-
pared to those who had endorsed a fixed mindset (Levy et al., 1998).

Another study confirmed that mindsets have a causal impact on stereotyping
(Levy et al., 1998). Participants were randomly assigned to read an article that
described scientific evidence either stating that “personality is changeable and can
be developed,” (the incremental theory condition) or that “personality, like plaster,
is pretty stable over time” (the entity theory condition; Chiu et al., 1997). These
articles manipulated participants’ beliefs about the malleability of personality, at
least for the short term. Participants then indicated how much they thought different
characteristics accurately described African Americans, Asians, Latinos, teachers,
doctors, lawyers, and politicians. Some of the characteristics represented stereo-
types of the groups, and some did not. Participants who had been randomly
assigned to read the entity theory article were more likely to agree that the relevant
stereotypic characteristics were descriptive of these racial and occupational groups
than those who had read the incremental theory article. There was no difference in
how descriptive participants rated the non-stereotypic characteristics, showing that
mindsets have particular relevance to how people apply social stereotypes, not
social descriptors in general. While stereotyping is multiply determined, Levy et al.
(1998) have shown that the influence of mindsets about the malleability of personal
characteristics on stereotyping occurs over and above the influence of social
desirability, right-wing authoritarianism, attributional complexity, need to evaluate
others, and personal need for structure. In sum, this body of work reveals that entity
and incremental theorists endorse societal stereotypes to different degrees.

Prejudice

If people’s malleability mindsets shape how much they assimilate individuals into
social categories, how readily they form stereotypes, and how much they endorse
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stereotypes, then do they also drive affective negativity toward stigmatized groups
(i.e., prejudice) or differential behavior toward stigmatized group members (i.e.,
discrimination)? Classic research on mindsets and intergroup relations has included
hallmark measures of prejudice, such as a (lack of) affective warmth (e.g., feeling
thermometer; Krysan, 2000; McConahay, 1986), desire to maintain social distance
(Bogardus, 1947), and insensitivity toward the suffering of disadvantaged groups
(Čehajić, Brown, & González, 2009; Harris & Fiske, 2006). This research offers
suggestions of a role for mindsets about malleability in the expression of intergroup
prejudice.

Recall that Levy et al. (1998), asked undergraduates to read about student groups
at another school and varied whether the groups were described as engaging in
positive or negative behaviors. In addition to the findings reported above, the
researchers included a measure similar to classic prejudice measures of affective
negativity (McConahay, 1986). They found that those with a fixed mindset eval-
uated the negative group more negatively than those with an incremental mindset
on a scale ranging from “very negative” (−100) to “very positive” (100; Levy et al.,
1998), suggesting that a fixed mindset might predispose people to exhibiting greater
affective negativity toward outgroups than a growth mindset.

Similarly, Levy & Dweck’s (1999) study of middle school children’s stereotype
formation included a measure of willingness to interact with members of the novel
groups that children learned about, reminiscent of classic measures of social dis-
tancing (Bogardus, 1947). While children generally were disinclined to interact
much with a group who behaved in an undesirable manner, entity theorists were
still more likely to socially distance compared to incremental theorists, reporting
less desire to attend a party or be friends with members of the novel group (Levy &
Dweck, 1999).

Outgroup prejudice is also known to impair helping (Cuddy, Rock, & Norton,
2007; Hornstein, 1978; Levine, Prosser, Evans, & Reicher, 2005). Karafantis and
Levy (2004) therefore explored whether mindsets about malleability would play a
role in children’s outlook toward helping homeless children. They found that 9–
12-year-old children who believed human attributes were more malleable had more
positive attitudes toward homeless children, were more open to social interactions
with homeless or UNICEF-funded children, and reported more past volunteering
for people in need compared to children who believed human attributes were more
fixed. When given the volunteering opportunity of participating in the
Trick-or-Treat for UNICEF Program, children with growth mindsets about human
attributes reported being more active participants, enjoyed the experience more, and
were more willing to help in the future than children with fixed mindsets
(Karafantis & Levy, 2004). Given the correlational nature of these results, it is of
course difficult to determine the direction of these effects; it could be that volun-
teering engendered a more growth-oriented perspective among children, which in
turn promoted active participation, enjoyment of volunteering, and willingness to
offer future help. While Karafantis & Levy’s (2004) results suggest that mindsets
could play a role in sustaining a virtuous circle of diminishing prejudice toward
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outgroups through social engagement with causes, more research ought to be
conducted to test the causal pathways.

The studies reviewed above are indicative of the idea that mindsets about
malleability play a role in the expression of intergroup prejudice, although more
must be done to investigate this directly. More recently, research has also inves-
tigated the role of fixed and growth mindsets in explaining the occurrence of
discrimination, focusing on the persistent issue of gender discrimination in the
workplace (Rudman & Kilianski, 2000; Simon & Hoyt, 2008). Consistent with
previous work in the domain of stereotyping and prejudice (Levy et al., 1998, Levy
& Dweck, 1999), Hoyt and Burnette (2013) found that participants with a growth
mindset were less likely to exhibit a stereotypic preference for male versus female
authorities. Going further, they found that perceiving the agentic leader prototype as
more congruent with males (rather than females) is less predictive of discriminatory
evaluations of female leaders among incremental theorists than it is among entity
theorists (Hoyt & Burnette, 2013). That is, although everyone on average endorsed
the prevalent and persistent gender stereotypes about leadership being a purportedly
masculine attribute to some degree, those stereotypical associations yielded dif-
ferential treatment of female leaders more among employees who held fixed, rather
than growth, mindsets (Hoyt & Burnette, 2013).

Although more direct investigations of the link between mindsets about mal-
leability and prejudice are necessary, the existing evidence suggests that those who
believe personal attributes to be fixed exhibit more negative attitudes toward stig-
matized groups, report more desire to maintain social distance from them, and are
less motivated to offer help or contribute to those groups’ improvement. Similarly,
additional research should explore how these mindsets influence different types of
real-world discrimination, both in the domain of gender and management (Hoyt &
Burnette, 2013) and beyond.

Lay Theories of Prejudice

The preceding section showcased research that linked mindsets about malleability
to prejudice, both in terms of its classic definition of negative animus and through
its indicators, particularly avoidance of social interactions. However, more recent
research suggests a more nuanced perspective is essential. Depending upon one’s
mindset, the prosocial desire to avoid being prejudiced against outgroups can
ironically engender the precise avoidance or awkwardness in social interactions that
typically are indicators of prejudice. How can this be? Note that all of the research
reviewed above focused on lay theories about whether personality or the “kind of
person” someone is can change or not. Earlier, we highlighted that people can also
have mindsets about the malleability of domain-specific characteristics.
Specifically, research on people’s beliefs about the malleability of prejudice itself
has discovered these surprising and ironic consequences.

Mindsets About Malleability and Intergroup Relations 137



In the preceding sections, we highlighted that perceivers are those who observe
and classify others, in the course of which stereotypic associations can be activated
and prejudice can be expressed. What about members of majority groups who do
not endorse, or do not want to exhibit, stereotyping and prejudice? Carr et al. (2012)
and Neel and Shapiro (2012) point out that, for these individuals, intergroup situ-
ations can represent a performance context. Following classic work in the domain
of beliefs about intelligence (Dweck & Leggett, 1988), these researchers theorized
that perceivers who view prejudice as fixed might have a greater performance
orientation. That is, those with fixed mindsets about prejudice might want to
showcase their unbiased nature and avoid challenging situations that might call
their beliefs into question, which might lead them to avoid or exit situations in
which they might reveal bias. In contrast, they theorized that perceivers who view
prejudice as malleable might have a more learning oriented perspective, leading
them to approach intergroup situations with an open outlook and to engage with
challenge in this domain. Across studies where they both measured and manipu-
lated these lay theories of prejudice, the researchers found support for this theory.
Indeed, participants who endorsed a more fixed view of racial prejudice wanted less
information about bias, wanted to and did exit intergroup interactions more readily,
and were less likely to take learning opportunities focused on race and racism (Carr
et al., 2012; Neel & Shapiro, 2012). When Carr et al. (2012) asked fixed and growth
mindset participants to set up chairs for a conversation with an outgroup member,
fixed mindset participants set the chairs almost 10 inches further away from each
other than growth mindset participants did. These beliefs also accounted for awk-
wardness during interracial interactions; perceivers with fixed mindsets exhibited
more anxious, negative, and disengaged nonverbal behaviors in an in-person
interaction that either focused on race or involved an outgroup member (Carr et al.,
2012; Neel & Shapiro, 2012). These effects emerged above and beyond partici-
pants’ degree of racial bias, highlighting that similar types of awkwardness and
social disengagement in intergroup interactions might arise from negative animus
toward outgroups, as well as, paradoxically, from a belief that prejudice is fixed and
the performance-oriented outlook that follows (Carr et al., 2012; Neel & Shapiro,
2012).

This research on lay theories about prejudice converges with other work in
intergroup relations highlighting that a focus on performance in interracial inter-
actions can heighten anxiety and tension, and reduce the fluency of such encounters
(Butz & Plant, 2009; Richeson & Trawalter, 2005). Classic research suggests that
learning orientations stem from growth mindsets, while performance orientations
follow from fixed mindsets (Dweck & Leggett, 1988). Migacheva and Tropp
(2012) offer compelling evidence of this link. They assessed how much middle and
high school students thought they could learn from members of outgroups (i.e., an
intergroup learning orientation; Migacheva & Tropp, 2012). They found that for
both European and African American middle school children, having a learning
(versus performance) orientation predicts greater levels of comfort and interest in
engaging in interactions with members of the other group (Migacheva & Tropp,
2012). These beliefs affected interactions over time as well. Students who expressed
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a learning orientation three weeks before a community-focused diverse summer
camp expressed more comfort with, and interest in, interacting with members of
different groups at the end of the camp (Migacheva & Tropp, 2012). Together with
the work on mindsets about prejudice, these results suggest that promoting a
learning orientation, or growth mindset, can be an effective lever to improve
intergroup relations in the long run.

Summary

Mindsets about malleability influence multiple stages of intergroup processes on the
perceivers’ side. Mindsets about personality and the “kind of person” someone is
shape categorization, stereotype formation, endorsement and maintenance, as well
as the expression of prejudice. Yet, mindsets about prejudice itself offer new insight
into why prejudiced-seeming behavior might emerge despite positive intentions on
the perceiver’s side. This body of evidence highlights that a full understanding of
intergroup relations on the perceiver’s side necessitates a consideration of mindsets
about malleability.

Targets’ Mindsets and Responses to Stereotyping
and Prejudice

Turning from the expression of stereotyping, prejudice, and discrimination to the
experience of it, we now focus on mindsets about malleability and their conse-
quences among targets of bias. Research has extensively documented the negative
consequences of both subtle and overt stereotyping and prejudice for members of
stigmatized groups (Dardenne, Dumont, & Bollier, 2007; Vescio, Gervais, Snyder,
& Hoover, 2005; Wolfe & Spencer, 1996). Although there is much left to explore,
research to date suggests that mindsets about malleability can play a role here too,
influencing targets’ vulnerability to stereotypes and their reactions to overt
expressions of prejudice.

Social Identity Threat

A concern about confirming negative stereotypes about one’s group, known as
stereotype threat or social identity threat, characterizes the experiences of stigma-
tized individuals in diagnostic performance contexts where stereotypes are salient
(Steele & Aronson, 1995). This sense of threat has a myriad of negative conse-
quences: increased anxiety, reduced working memory and learning, reliance on the
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first response that comes to mind during a test, and increased rumination (Jamieson
& Harkins, 2007; Schmader, Johns, & Forbes, 2008; Schmader & Johns, 2003;
Taylor & Walton, 2011). More broadly, stigmatized individuals under social
identity threat exhibit decrements to their performance and their sense of belonging
(Good, Rattan, & Dweck, 2012; Steele & Aronson, 1995).

Considering the conditions under which stereotype threat arises, Aronson,
Fried, and Good (2002) considered the possibility that a growth mindset about
intelligence might serve an important buffering role. Recall that social identity
threat arises when stereotypes are salient in diagnostic performance conditions. Yet,
diagnostic situations are not evaluated or experienced in the same way by everyone.
In her seminal work on mindsets, Dweck (1999) (see also Dweck & Leggett, 1988)
showed that people who view intelligence as fixed orient toward performance and
see difficulty as indicative of a lack of ability, whereas people who think intelli-
gence can grow orient toward learning and see difficulty as an opportunity to
overcome challenge through effort. Pairing these insights, Aronson et al. (2002)
investigated whether stigmatized students armed with a growth mindset might
exhibit less vulnerability to the performance decrements associated with stereotype
threat.

In the malleable pen pal condition, Aronson et al. (2002) taught undergraduate
students about the growth mindset about intelligence. Students first watched an
instructional video on the latest scientific evidence suggesting that brain capacities
can grow, and then were asked to write a letter conveying this message to an “at
risk” middle school student, using the ideas they had been exposed to and examples
from their personal life. Participants in the control pen pal condition watched a
video clip describing scientific evidence pointing to the multi-faceted nature of
intelligence, and wrote a letter to a pen pal conveying this message (Aronson et al.,
2002). In a second session, all participants again wrote the target message (either
describing intelligence as malleable or multi-faceted, depending upon their condi-
tion) to a second pen pal. In the third session, participants were asked to transform
their messages into audiotaped speeches, to be used in future interventions in
schools. This three-session format was constructed in order to offer a strong con-
dition manipulation. There was also a true control “no pen pal” condition, in which
participants did not participate to any of the activities of these three sessions
(Aronson et al., 2002).

Nine weeks later, African American students in the growth mindset intervention
condition reported more enjoyment of academics, more identification with aca-
demic achievement, and better academic performance (controlling for prior SAT
scores), compared to those in the two control conditions. While on average all
students in the malleable condition exhibited benefits from learning about the
growth mindset, the benefits were most striking among African Americans, the
group vulnerable to stereotype threat in the academic context. Extending this work,
a field experiment showed the impact that a growth mindset intervention could have
on improving standardized test scores among students stigmatized by stereotypes
about their gender, race, and income (Good et al., 2003). The researchers induced a
growth mindset about intelligence in low-income, largely Latino/Hispanic
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seventh-graders through the guise of a computer skills course. Girls in the growth
mindset condition (as well as in an attributional retraining condition, and a com-
bined growth mindset + attributional retraining condition) performed significantly
better on the math portion of their end-of-year state standardized testing than girls in
an anti-drug control condition.

Good, Rattan, and Dweck (2012) found that mindsets about the malleability of
math intelligence not only affect performance, but they also influence the sense of
belonging to math among stigmatized students. Recognizing that broad-scale
stereotypes about ability are persistent and pervasive in academic settings, the
researchers explored undergraduate women’s sense of belonging as it unfolded over
the course of a semester-long college-level calculus class. Moreover, this research
investigated the possibility that it is not only one’s own mindset that matters, but
also the mindsets one perceives among important others in the context – in the case
of an academic context, the teachers and other students. A few weeks into
this semester-long calculus course, Good et al. (2012) measured women’s per-
ceptions of stereotyping in the classroom environment (e.g., “People in my calculus
class believe that females are as good as males in calculus”), as well as their
perceptions of a fixed versus growth mindset about math ability in the classroom
environment (e.g., “People in my calculus class believe that people have a certain
amount of math intelligence and they can’t really do much to change it”). They
found that when women perceived higher levels of gender stereotyping in the
classroom context, also perceiving a growth (rather than fixed) mindset in the
classroom protected their sense of belonging to math. Indeed, a highly stereotyping
environment paired with growth mindset messages left women’s sense of belonging
as high as the sense of belonging evidenced among women who reported being in
relatively low stereotyping environments. This protection had important conse-
quences, since their higher sense of belonging to the math domain engendered a
greater desire to pursue math in the future and higher end-of-term math grades.

Extending this theory into the domain of employment, Emerson and Murphy
(2015) investigated whether organizations that espouse a fixed (versus growth)
mindset about ability are more threatening to stigmatized employees. Mindsets
about intelligence were conveyed through a manipulation of corporate mission
statements. In the entity condition, a consulting company described its
“performance-oriented” mission to recruit candidates with the “best” instincts and
ideas, and to help employees be “the geniuses they are” by “encouraging, recog-
nizing, and rewarding intelligence.” In the incremental condition, the consulting
company’s mission statement was described as a “growth-oriented” one that
involved recruiting motivated candidates with “a love for learning, passion, cre-
ativity and resourcefulness,” as well as to help employees “improve and push
through limits” by “encouraging, recognizing, and rewarding development.”
Women who read the mission statement that communicated an organization’s fixed
view of intelligence reported less trust in the organization than women who read the
growth-oriented mission statement (Emerson & Murphy, 2015). The authors offered
direct evidence of the link between environments that communicate fixed views of
intelligence and heightened threat: the mistrust engendered by entity-oriented
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environments (compared to the incrementally-oriented environments) was driven
by women’s heightened concerns about being negatively stereotyped. These pro-
cesses are theorized to emerge because of the heightened diagnosticity of situations
in an entity worldview. Consistent with that, women who imagined performing
poorly in a meeting with a company representative were more likely to disengage,
but only when they were told the organization espoused fixed, rather than growth,
views of ability.

These findings are supplemented by other research, which has found that when
abilities are characterized as genetic or innate (expressions of a fixed view), gender
differences in performance and pursuit ensue. Dar-Nimrod & Heine (2006) found
that characterizing math ability as genetic (a view congruent with fixed mindsets)
led women to underperform on a math test relative to women for whom math ability
had been characterized as environmentally-determined (a more growth-congruent
view). Leslie, Cimpian, Meyer, & Freeland (2015) surveyed faculty in the academic
fields of science, technology, engineering, and mathematics (STEM) and found that
the more faculty viewed talent in their field as stemming from innate factors (i.e., a
field-specific fixed view of ability), the fewer women Ph.D. recipients there were in
the field. Indeed, Cimpian and colleagues have documented that simply attaching
high performance on a challenging task to a specific social category yields
underperformance among other groups, and they theorize that this underperfor-
mance arises due to the spontaneous formation of fixed views of the ability that
underlies the task (Cimpian, Mu, & Erickson, 2012). Interestingly,
Mendoza-Denton, Kahn, & Chan (2008) showcase the other side of these dynamics
that link mindsets about the malleability of intelligence and the performance of
stereotyped groups. When one’s group benefits from the stereotypes (e.g., Asians in
the case of math), an entity theory about ability can systematically boost perfor-
mance relative to an incremental theory (Mendoza-Denton et al., 2008).

In sum, being targeted by negative stereotypes has adverse consequences for
stigmatized individuals’ performance, sense of belonging, and overall engagement
with the field in which they are stereotypically expected to do poorly. However,
targets’ vulnerability may depend upon the mindsets about intelligence or about
specific domains of study (e.g., math) that they hold, or those that the environment
communicates. Members of stigmatized groups who held, were taught, or perceived
growth mindsets showed less vulnerability to social identity threat and retained their
sense of belonging more. This body of research suggests incremental views of
abilities may be an important, but underused, intervention strategy for allowing
stigmatized individuals’ talent to thrive in classrooms and workplaces.

Responses to Overt Prejudice

The experience of prejudice in the modern age is not only composed of subtle and
systemic stereotypes. In their everyday social and workplace interactions, members
of stigmatized groups continue to face overt expressions of prejudice (Deitch et al.,
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2003; Dixon, Storen, & Van Horn, 2002; Swim, Hyers, Cohen, & Ferguson, 2001;
Swim, Hyers, Cohen, Fitzgerald, & Bylsma, 2003). This occurs when women and
minorities are told explicitly that, for example, they lack competence in specific
fields, do not belong in certain contexts, or are unfit to lead due to their group
memberships (Ely, Meyerson, & Davidson, 2006; Sue, 2010). Experiencing such
overt bias has profound negative consequences for the psychological (Feagin &
Sikes, 1994; Richeson & Shelton, 2007; Williams & Williams-Morris, 2000) and
physiological (Harrell, Hall, & Taliaferro, 2003; Sawyer, Major, Casad, Townsend,
& Mendes, 2012; Williams, Neighbors, & Jackson, 2003) outcomes of members of
targeted groups. When faced with overt prejudice, women and minorities report
wanting to speak out to express their disagreement with it, but often are held back
from doing so due to situational pressures (Swim & Hyers, 1999) or the real risk of
social and professional costs (Woodzicka & LaFrance, 2001). When they remain
silent in the face of bias, women and minorities experience negative self-directed
emotions and regret (Shelton, Richeson, Salvatore, & Hill, 2006).

Rattan and Dweck (2010) considered whether the mindsets that targets of
prejudice hold might shape their experiences with overt prejudice. They theorized
that members of stigmatized groups who hold a fixed mindset might view someone
who expresses overt prejudice as fundamentally bad (e.g., racist or sexist). Because
a fixed view of others means that someone who is biased will remain biased, this
perspective might make responding to an expression of overt prejudice seem
unlikely to have an impact. In contrast, they theorized that members of stigmatized
groups who believe others can grow and develop might be less likely to diagnose
someone as fundamentally biased based on a single expression of prejudice. Then,
to those with growth views, the confrontation of prejudice might even represent an
opportunity to educate and ameliorate perpetrators of bias. The researchers focused
on implicit theories of personality, specifically, women’s and minorities’ views of
whether personality can change. When minority undergraduates interacted with a
confederate who expressed overt bias, those who held growth views of others’
personality were more likely to spontaneously speak out to express their dis-
agreement with the biased statement than those who held fixed views (Rattan &
Dweck, 2010). In other studies, which assessed minorities’ and women’s responses
to scenarios in which they encountered bias, the researchers found that participants
with fixed versus growth mindsets (whether measured or manipulated) reported
being less willing to confront the statement, even though they disagreed equally,
and being less willing to interact with the perpetrator of bias.

While targets of prejudice should never bear the burden of being expected to
address prejudice, the extant research suggests that they often want to speak out to
express their perspectives (Shelton et al., 2006a, b; Swim & Hyers, 1999). From
this perspective, we can see that a growth mindset affords minorities and women a
motivational basis to take this desired action and to keep an open mind toward
future relations subsequently (Rattan & Dweck, 2010). But what happens if growth
mindset targets of prejudice do not speak out in the face of bias, which is not just
possible but expected given the many factors that can silence women and minorities
who face overt bias (Swim & Hyers, 1999; Woodzicka & LaFrance, 2001)? Earlier,
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we pointed out that growth versus fixed mindsets do not simply map on to optimism
versus pessimism, respectively. Instead, mindsets are a complex lens through which
situations and actions are interpreted. Given this, absent a concrete action that offers
perpetrators of bias an indication of (and an opportunity for) change, will growth
mindsets still yield a positive outlook following an encounter with explicit bias?

In more recent work, Rattan and Dweck (2016) have tested exactly this question.
They found that when minorities and women who held growth mindsets anticipated
staying silent in the face of prejudice, they had an equally negative outlook on the
perpetrator of bias as did minorities and women who held fixed mindsets. However,
when fixed and growth mindset participants equally anticipated confronting prej-
udice, only those with a growth mindset experienced the benefits of a more positive
outlook on the perpetrator of bias and maintained their sense of belonging and
workplace satisfaction to a greater degree. Those who spoke out but had a fixed
mindset were as negative in their outlook toward the perpetrator of bias, and
reported similarly low sense of belonging and workplace satisfaction as those who
stayed silent. These findings suggest that a growth mindset may offer adaptive
advantages to minorities and women who face overt expressions of prejudice, but
only when these lay theories are paired with change-oriented behaviors, such as the
confrontation of prejudice.

Intergroup Reconciliation

Rattan & Dweck’s (2010, 2016) results suggest that growth mindsets may be
essential to addressing and reconciling after an instance of daily overt stereotyping
or prejudice. In contrast to the everyday bias discussed above, protracted (or
intractable) conflicts correspond to conflicts that involve a long history of rivalry
and failed attempts at peace-making (Bar-Tal, 2001; Coleman, 2003; Vallacher,
Coleman, Nowak, & Bui-Wrzosinska, 2010). In such hostile contexts, stereotype
endorsement and expression are commonplace (Bar-Tal & Halperin, 2011), and the
roles of perceiver and target fluctuate owing to the reciprocally negative attitudes
that both sides hold toward each other (Halperin et al., 2011). Researchers have
investigated whether mindsets can play a role in de-escalating such intractable
conflicts (also see work on neutralizing interpersonal conflicts, Yeager, Miu,
Powers, & Dweck, 2013; Yeager, Trzesniewski, Tirri, Nokelainen, & Dweck,
2011).

In the context of protracted conflicts, the natural tendency to interpret others’
behaviors in terms of their dispositions, rather than of the situational pressures that
they experience (a tendency called the “fundamental attribution error”; Ross, 1977)
represents a particularly meaningful barrier to reconciliation. These dispositional
attributions indeed communicate that the root of all evil deeds is in the other side’s
very nature, which can lead to an escalation of the conflict. However, Levontin,
Halperin, and Dweck (2013) proposed that people’s long-term attitudes toward the
outgroup may be differentially affected by people’s short-term attributions (whether
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dispositional or situational), depending of their mindsets. They theorized that
people who hold an incremental view of personality may be less influenced by
short-term attributions when forming long-term attitudes toward the outgroup,
because they believe that outgroup members’ personality, just like their circum-
stances, can change. In contrast, people holding an entity theory of personality may
be particularly likely to translate short-term attributions into long-term attitudes.
Since entity theorists believe that personality, unlike circumstances, cannot change,
believing that the outgroup’s behavior stems from its very nature will have more
serious implications than believing that it is the product of specific circumstances.
The authors therefore expected that entity theorists’ long-term attitudes toward the
outgroup would be more affected by these short-term attributions to internal dis-
positions than those of incremental theorists.

Among Jewish Israeli participants, Levontin, Halperin, and Dweck (2013)
independently manipulated lay theories of personality as fixed or malleable and the
type of attributions, as dispositional or situational, that participants had to make to
interpret behaviors of seven fictitious characters. Results showed that when par-
ticipants were led to believe in an entity theory of personality and led to make
dispositional attributions, they subsequently exhibited more negative stereotyping
and less support for the civil rights of Israeli Arabs compared to their counterparts
who had been led to adopt an entity theory and to make situational attributions.
They also opposed compromising to resolve the longstanding conflict more.
However, the relative differences in stereotyping, support for civil rights, and
willingness to compromise across attribution conditions were essentially erased
when participants were instead led to believe in an incremental theory of person-
ality, suggesting that incremental theorists are indeed less influenced by the type of
short-term attributions for outgroup behaviors than entity theorists. These results
suggest that promoting the view that human nature is malleable can be one lever to
promote more constructive intergroup relations.

Another way to improve protracted intergroup conflict may be to facilitate
intergroup contact (Allport, 1954; Pettigrew & Tropp, 2006; Tropp & Pettigrew,
2005a, b). However, intractable conflicts typically offer environments that are not
conducive to cross-group interactions (Crisp, Husnu, Meleady, Stathi, & Turner,
2010). In the context of the protracted conflict between Greek and Turkish Cypriots,
Halperin et al. (2012) investigated the possibility that mindsets about group mal-
leability might play a causal role in increasing willingness to engage in intergroup
contact. Turkish Cypriot participants were assigned to read an article that described
the negative behaviors of groups engaged in violent conflicts as either fixed or
changeable over time. Afterwards, Turkish Cypriots who learned that groups are
malleable reported significantly greater willingness to interact with a Greek Cypriot
compared to their counterparts in the fixed condition. This was due to the lower
anxiety experienced by those in the incremental theory (versus entity theory)
condition. Particularly noteworthy is the fact that the mindset manipulation was
effective in the absence of any specific mention of the Cypriot conflict. Therefore,
these results raise the possibility that mindset interventions describing the malleable
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nature of intergroup conflict in general can lower group-level anxiety and promote
intergroup contact among parties involved in particular conflicts.

To overcome longstanding conflict and pursue peace-making processes, people
need hope (Bar-Tal, 2001; Moeschberger, Dixon, Niens, & Cairns, 2005). What
role might mindsets about malleability play in engendering hope among members
of groups involved in intractable conflicts? Saguy and Halperin (2014) found that
Israelis who saw a Palestinian expressing intra-group critiques felt hope and
openness, but only when the Israelis held growth mindsets about groups. Indeed,
Israelis who saw groups as fixed remained unaffected.

Cohen-Chen, Halperin, Crisp, andGross (2014)measured andmanipulated beliefs
in the malleability of conflicts in general, and found that Jewish Israeli participants
who saw (or were led to see) conflicts as more changeable reported significantly
greater hope regarding the resolution of the Israeli–Palestinian conflict. Their greater
sense of hope in turn lead them to report significantly greater willingness to make
concessions on the core issues of the conflict, relative to Jewish Israelis who viewed
conflicts as fixed and unchanging. Cohen-Chen, Crisp, and Halperin (2015) found
strikingly similar consequences for the experience of hope and willingness to com-
promise when investigating people’s beliefs about the malleability of the world.

In sum, mindsets about malleability can play a role in fostering positive group
emotions (hope) and alleviating negative ones (anxiety), thereby creating the
conditions necessary for positive intergroup outcomes to emerge. However, posi-
tive progress may also depend on the willingness to acknowledge and apologize for
past wrongs, or to offer collective apologies (Lazare, 2004). Wohl et al. (2015)
proposed that lay beliefs about the malleability of groups may play a role in
explaining when people are more versus less open to collective apologies. Israelis
with growth mindsets about groups reported being more ready to accept a collective
apology from Palestinians for the killing of innocent Israeli civilians, and were
more in favor of initiating a peace process than Israelis with fixed mindsets about
groups. This was because a growth mindset cast the apology as indicative of
remorse to a greater degree than did a fixed mindset. Importantly, the authors ruled
out the possibility that people who report having a growth mindset may also simply
be more forgiving in general in the absence of a collective apology, there was no
difference in fixed and growth mindset participants’ willingness to forgive. Finally,
as noted, transgressions are committed on both sides in protracted conflicts. Wohl
et al. (2015) also found participants with a growth mindset significantly more
willing to reciprocate the apology compared to participants with a fixed mindset.

In sum, even in the context of the most entrenched real-world group conflicts,
lay theories about malleability (of groups, conflicts, or the world) have a role to
play. Convincing each party to adopt an incremental view may represent an
effective lever to change the way both sides look at each other, attenuate negative
group-based emotions, enhance positive ones, and move toward more constructive
peace processes.
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Conclusion: A Mindset Approach to Intergroup Relations

Mindsets about malleability are meaning systems that function as an interpretive
lens. For this reason, people’s growth and fixed mindsets have the potential to
influence virtually every aspect of the psychology underlying intergroup dynamics.
On the perceivers’ side, evidence shows that mindsets can shape categorization,
stereotype formation, maintenance and endorsement, as well as the expression of
prejudiced behavior (whether driven by negative animus or a desire to avoid
prejudiced behavior). For those who are subject to negative stereotypes, mindsets
can shape their vulnerability to social identity threat and responses to overt bias.
Mindsets also have a role to play in longstanding real-world conflicts, offering
insights into how to pave the way toward productive peace processes.

The study of intergroup relations gains much from considering perceivers’ and
targets’ mindsets about malleability. While not yet exhaustive, the body of evidence
on mindsets and intergroup relations challenges core assumptions in the study of
intergroup dynamics. Consider the assumption that stereotyping is an inevitable,
natural cognitive process. In the context of research on mindsets about malleability,
we see that not all stereotyping is inevitable. To the contrary, growth mindsets
orient perceivers toward individuating and category-inconsistent information
(Eberhardt et al., 2003; Levy et al., 1998). Reflect on the behavioral indicators of
prejudice according to the field of intergroup relations, such as the withdrawal from
intergroup contexts and distancing from outgroup members. People’s mindsets
about prejudice reveal that these very same behaviors can actually arise out of a
desire to avoid exhibiting bias, when people take a fixed perspective. More gen-
erally, research on intergroup dynamics has focused on biased cognition, attitudes,
and behavioral reactions in the context of specific social groups. The research on
mindsets about malleability highlights that generalized lay theories about person-
ality, kinds of people and intelligence, which on the surface may seem to have no
relevance to intergroup contexts, can yet have profound consequences for stereo-
typing and prejudice expression on the part of perceivers, and for targets’ responses
to both subtle and overt bias.

The field of intergroup relations has long documented the difficulties of creating
meaningful change in people’s stereotyping and prejudice, and the even greater
challenge of maintaining it over time. Given this, another major contribution that
the study of mindsets about malleability offers to the field of intergroup relations is
the potential to implement concrete, practical, and scalable interventions that can be
used to reduce group-based disparities, such as racial and gender achievement gaps,
or to resolve longstanding conflicts. Though more research is of course necessary,
particularly research that examines the long-term consequences of mindset inter-
ventions, integrating the study of lay theories into issues of intergroup relations
offers untold potential for real-world impact.

Conversely, the study of mindsets gains much from considering intergroup
relations contexts. The study of mindsets about malleability began with the
investigation of the role of lay beliefs about intelligence in educational contexts,
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and then extended to the study of interpersonal perception. It is important to
remember that, by bridging the study of mindsets about malleability and intergroup
relations, we have learned that lay beliefs matter for stereotyping, prejudice, and
intergroup conflict – this was by no means an obvious or necessary extension of lay
beliefs about malleability given that they are seemingly unrelated to intergroup
dynamics on the surface. Yet, in the course of this research, multiple novel domains
of lay theories about malleability have been identified, including beliefs about
prejudice, groups, and even the world. The unique challenges of intergroup
dynamics have also helped the literature on implicit theories to more fully grasp the
diversity of outcomes that mindsets can influence, ranging from individual out-
comes such as belonging and performance, to group outcomes such as the con-
frontation of prejudice and intergroup reconciliatory actions.

Furthermore, decades of research points to a simple and consistent pattern of
growth mindsets yielding greater benefits than fixed mindsets, in the domains of
achievement and person perception (Dweck & Leggett, 1988; Yeager et al., 2013,
2011). Yet, Rattan and Dweck (2016) have started to document conditions under
which the benefits of a growth mindset may be undercut, such as in this case when
targets of prejudice remain silent in the face of an expression of bias.
Mendoza-Denton et al. (2008) even documented benefits of a fixed mindset, under
certain conditions. Understanding the boundary conditions of the documented
benefits and costs of growth and fixed mindsets, respectively, through the lens of
intergroup dynamics thus illuminates and extends our understanding of the implicit
theories about malleability. Further investigation may even suggest cases or con-
ditions under which growth mindsets may prove to be maladaptive. Again, future
research will have much to offer in exploring these possibilities, and will further
showcase the ways in which the study of intergroup relations adds to our under-
standings of lay theories.

In the course of reviewing the collected evidence that mindsets influence
intergroup relations, this chapter also highlights the need for more research in this
domain. Much is needed, and here we highlight only a few specific areas that are
most ripe for further work. There is a particular need for more investigations of
when mindsets either influence or are irrelevant for social categorization, the
expression of prejudice and discrimination. On the other side, targets of prejudice
respond in a myriad of ways to being stigmatized, and more work could be done to
investigate the role of mindsets in determining negatively-stereotyped individuals’
stress and coping responses to bias, both in the short and long term. More practi-
cally, turning to real-world protracted conflicts, more research could be done to
investigate how to spark and then maintain over time the sense of outgroups as
malleable, given the positive trajectories that this belief may set people on.

In closing, we again highlight that the world is rife with unwanted intergroup
bias. However, we suggest that the landscape of intergroup bias, and targets’
responses to it, is not one size fits all. Rather, there is systematic variation in
intergroup dynamics shaped by people’s mindsets about malleability. Approaching
the study of intergroup relations with an understanding of mindsets about mal-
leability will offer greater insights and deeper understandings to the field of
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psychology. Because people’s mindsets can be changed, this approach also offers
untold potential for improving intergroup harmony and equity in society, if this is
the ultimate goal. We look forward to the future research that follows from an
approach to intergroup relations that considers people’s lay theories about
malleability.
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Effects of Lay Beliefs on the Justice Motive

Michèlle Bal and Kees van den Bos

Injustice anywhere is a threat to justice everywhere
Martin Luther King, Jr., (1963)

That justice is important to people seems to be an incontestable notion. Rules of
justice lie at the heart of modern societies with a society’s constitutional law usually
defining important basic human rights and responsibilities and elaborate systems of
laws and regulations guiding people’s lives in the social world. In addition, indi-
viduals are greatly concerned with justice (Folger, 1984) and feel threatened by
injustice, as the 1963 quote by Martin Luther King Jr. illustrates. Not only do
people want fair outcomes for everyone (see, e.g., Adams, 1965; Walster, Walster,
& Berscheid, 1978), but people also greatly value being treated fairly and treating
each other with respect (Lind & Tyler, 1988; Tyler & Lind, 1992). So, while not
many people will argue with the fact that justice is an important social value, the
question of how people define justice is much more difficult to address. This issue
has intrigued philosophers, legal scholars, and social scientists alike.

In general, philosophical questions related to defining justice mostly revolve
around issues of what constitutes a just society and how a just world can be
achieved (e.g., Rawls, 1971) or around how people can live a moral and virtuous
life (e.g., Beauchamp, 2001). For instance, Rawls (1971) used the notion of a veil of
ignorance, a thought experiment in which no one knows their position in society, to
come to pure moral reasoning regarding the rules of justice in societal and political
decision-making. With some notable exceptions, legal scholars are mostly con-
cerned with “black-letter law,” which refers to the law as it is written in legal codes
and enacted by legislators (Finkel, 2000). As such, many legal scholars study how
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laws and legislation should work and how these may be improved legislation.
“Black-letter lawyers” do not focus not on lay people’s perceptions of justice
directly. In other words, both philosophical and legal perspectives on justice focus
mostly on normative aspects of justice or on the so-called “ought”-questions.

In the current chapter we do not focus on philosophical, legal, or other normative
conceptions of justice, but instead we will elaborate on theories of justice that lay
people have. For that purpose, we take a social scientific approach to studying
justice (Cohen, 1986). Building on this perspective we will elaborate on com-
monsense notions of justice (Finkel, 2000; Tyler, 2006) and the effects that these
commonsense notions can have on people’s reactions when they have been con-
fronted with injustice.

Commonsense justice reflects what ordinary people think is just and fair. These
perceptions of justice will to a large degree overlap with philosophical and legal
notions of justice. However, this may not always be the case, for instance when
people protest against certain laws and regulations. A classic example in this respect
is the experience of Rosa Parks who in 1955 refused to give up her bus seat to a
white person and was arrested for it. This became an important event in the civil
rights movement in the U.S. in the 1950s and 1960s. We believe that while lay
people’s conception of justice will not always follow normative ideas of justice,
perceptions of justice and injustice are of crucial importance when we want to
understand how people will respond and behave in our world. After all, if men or
women define situations as real, they are real in their consequences (Thomas &
Thomas, 1928). We will now first review some of the classical distinctions made in
social justice research.

Within social scientific theorizing on justice, a distinction is often made between
distributive justice and procedural justice. The former focuses on the fairness of
distributions of goods and resources. Put differently, distributive justice concerns
the fairness of outcome distributions (e.g., Adams, 1965; Blau, 1964). In early
theorizing researchers focused mostly on issues of distributive justice and proposed
equity as an important determinant of outcome fairness judgments (Adams, 1965;
Walster et al., 1978). Equity theory proposes that people prefer equal outcomes for
equal inputs. More precisely, people are assumed to judge an outcome as just or fair
when their own outcome-to-input ratio equals some comparative or referent
outcome-to-input ratio. Several studies have shown that people dislike inequitable
underpayment as well as inequitable overpayment (e.g., Adams, 1965; Peters,
2006), lending support to important predictions from equity theory.

In later studies, procedural justice was introduced as an important other deter-
minant of people’s justice judgments. Procedural justice entails the fairness of how
people arrive at certain outcomes and not on the outcomes itself (e.g., Lind & Tyler,
1988; Van den Bos, 2005, 2015). Hence, procedural justice is focused on the
fairness of decision processes or (more generally) the fairness of how people are
treated (Van den Bos, 2015). Procedural justice even has been proposed to be more
important for understanding people’s reactions than distributive justice (Lind &
Tyler, 1988, p. 1); a proposition that has gained support in several studies (see, e.g.,
Tyler, 1987, 1989).
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We want to emphasize that the discussion above on the different types of justice
is far from complete. We further note that, in addition to distinguishing distributive
and procedural justice, a further distinction has been made between retributive
justice (e.g., Wenzel & Mummendey, 1996; Wenzel & Okimoto, 2016) and
restorative justice (e.g., Cohen, 2016). Retributive justice focuses mainly on pun-
ishment for perpetrators while restorative justice tends to concentrate on the vic-
tim’s perspective. Specifically, restorative justice is concerned with re-establishing
the relations between the victim, offender, and society (Cohen, 2016).

Notwithstanding the importance and relevance of the different types of justice
discussed thus far, in the current chapter we want to focus on why people care about
justice and how this shapes reactions following injustice. Most of the research and
theorizing described above focused on what “types of justice” people care about
and less on why people care about justice. Hence, the question of what motivates
lay people to place importance on justice in their lives still remains. This question is
addressed by Lerner in just-world theory (e.g., Lerner, 1977, 1980). In his seminal
theory, he focused on lay people’s conception of justice to explain reactions fol-
lowing confrontations with injustice. In the current chapter we will focus on this
approach in explaining the effects of lay theories of justice on responses to social
injustice.

Justice motive theory or just-world theory (Lerner, 1980) assumes the need for
justice to be a fundamental human need and focuses on people’s reactions following
a confrontation with innocent suffering. According to the theory, lay people define
justice as everyone getting what they deserve such that good things will happen to
good people and bad things will only happen to bad people.

In this chapter we will first elaborate on the origins and functions of this
just-world belief (Lerner, 1977, 1980). Subsequently, following the general tenet of
just-world theory, we will focus on people’s reactions toward victims of injustice.
We will discuss the role of the belief in a just world in people’s reactions following
unjust events they observe and explain how the belief in a just world can para-
doxically lead to victim blaming. Subsequently, processes that play a role in
shaping these derogatory reactions will be discussed. Here we broadly distinguish
two lines of research, one focusing on processes that occur before the unjust event
has taken place and that influence the construal of an unjust event, and one dis-
cussing basic psychological processes that take place after a confrontation with an
innocent victim and that influence the processing of an unjust event. These pro-
cesses are illustrated in Fig. 1. Both types of processes can influence reactions
toward innocent victims. In the final part of this chapter, we will also describe
studies on alternative lay people’s reactions to deal with unjust situations and
alternative lay people’s operationalizations of justice that may help explain the
broad range of possible reactions following unjust events.
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The Belief in a just World

Lerner (1977, 1980) argued that the fundamental need for a just world, that is, a
world in which people get what they deserve, stems from a personal contract that is
adopted in childhood when children learn to give up immediate satisfaction for
more delayed—and often greater—rewards. Believing in a just world provides
structure to our social world and gives people the confidence that efforts will pay
off. When people do not adopt this belief, striving for delayed rewards would seem
futile, as they cannot be certain that their efforts will pay off. As such, the belief in a
just world enables people to focus on the future, strive for long-term goals and trust
that their efforts will pay off in the end. Studies have shown that, indeed, people
defend their belief in a just world more vigorously when they are focused on the
future as opposed to the present (e.g., Bal & Van den Bos, 2012; Hafer, 2000a;
Hafer & Rubel, 2015; Laurin, Fitzsimons, & Kay, 2011). Moreover, research shows
that this effect is due to feelings of uncertainty being reduced by endorsing the
belief in a just world (Bal & Van den Bos, 2012).

While the main function of the belief in a just world is making the world
predictable and enabling people to focus on the future (Bal & Van den Bos, 2012;
Hafer, 2000a), believing in a just world has also been related to several psycho-
logical health indices. For this purpose, several researchers have constructed scales
to measure the degree to which people believe in a just world (e.g., Lipkus, Dalbert,
& Siegler, 1996) and related these to various outcome measures. In general, studies
found that the more people believe that the world is just, the higher their well-being,
positive affect, optimism, and the more effectively they can cope with stress (for
overviews, see Furnham, 2003; Hafer & Sutton, 2016). These studies show that it
generally seems adaptive to believe that the world is a just place.

Moreover, these studies also showed that people can differ in the strength with
which they endorse the belief in a just world. That is, there may be individual and
cultural differences in the strength with which people express their belief in a just
world (see, e.g., Sabbagh & Schmitt, 2016; Schmitt, Baumert, Gollwitzer, & Maes,
2010). However, we argue that it is important to distinguish between people’s
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processing of the event
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Fig. 1 Schematic overview of the factors influencing people’s reactions toward unjust events
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tendency to endorse this belief, which can be related to several health and other
indices, and people’s general need for a just world and the related threat experi-
enced by injustice, which seems to be universal (Hafer & Sutton, 2016). Hence,
while people can differ in how strongly they express the belief in a just world, all
people will likely still experience a sense of threat when confronted with injustice.
In this chapter, we will primarily focus on this more or less universal need for a just
world and subsequent reactions to deal with unjust events.

On a daily basis we are confronted with many instances of unjust events. When
we watch the news, read a newspaper, or talk to friends or acquaintances, we often
see or hear stories of injustice and unjust events that happen to people in our world.
These stories can encompass minor instances of injustice, such as catching a bad
break, but also more grave unjust situations, such as discrimination, terrorist acts,
serious crimes or other types of violence in which innocent people are victimized.
How do people maintain their belief in a just world in the face of such great
evidence to the contrary?

These unjust situations should make it impossible or at least very difficult to
uphold the belief in a just world. Yet, because this belief serves so many important
functions for individuals, it is also impossible to give up on it when an unjust event
is encountered. People are not ignorant about these unjust events and they do not
deny that injustice exists in the world in general. However, people do maintain that
the world is just for them personally as it serves such important social functions.
Hence, people make a distinction between the world in general and their personal
world (Lerner, 1980; Lipkus et al., 1996; Sutton & Douglas, 2005). This personal
world does not only encompass them as individuals, but consists of that part of the
world in which they live and function. The scope of this world, that is, who is or is
not included in this personal world, may differ as a function of the situation (Lerner,
1980; Opotow, 1990). Differentiating between a personal world and the world in
general enables people to uphold the belief in a personally just world while at the
same time acknowledging that injustice does exist in the world in general.

When an unjust situation concerns people’s personal world directly, they can
react to unjust suffering in various ways to restore their belief in a just world. First,
experienced or perceived injustice can evoke strong emotional reactions. Moral
outrage has been coined as a specific negative emotion following acts of injustice
(Montada & Schneider, 1989). Moreover, while reactions to grave unjust situations
are to be expected, even minor events can instill a sense of injustice (Gaucher,
Hafer, Kay, & Davidenko, 2010).

Importantly, reactions to deal with a confrontation with unjust suffering can
diverge greatly. Sometimes people will stand up against injustice and go to great
lengths to “right a wrong,” for instance by punishing the perpetrators or by com-
pensating the victims. Sometimes people even March the streets to protest against
grave unjust situations. At other times, however, people tend to blame victims for
their ill plight, stating that these victims must have done something to deserve what
happened to them. Paradoxically, both types of reactions can be explained by lay
people’s “concern for justice” (Lerner, 1980). That is, standing up against unjust
situations, helping victims, and punishing perpetrators are all ways in which people
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can actively pursue a more just world. On the other hand, blaming the victims also
helps to restore one’s sense of justice, as the victims become deserving of their ill
fates and, hence, the unjust situation is cognitively resolved.

In just-world theory, Lerner (1980) included both active strategies, such as
helping or compensating the victim, as well as more passive or cognitive strategies,
such as victim blaming, as ways to resolve a threat to people’s just-world beliefs.
Over the past decades, research on reactions following unjust events has accumu-
lated. Most of these studies, however, focused on victim blaming. In the following
section we will discuss some important studies that have been conducted in this area
and that provide insight into the processes that are involved in victim blaming
predominantly, but also other strategies, to uphold the belief in a just world.

Psychological Processes Underlying Victim Blaming

Most of the research on victim blaming focused on situational factors that either
increased or decreased the just-world threat experienced, resulting in more victim
blaming and derogation, or decreased the just-world threat, yielding less blaming
and derogation of innocent victims. Whereas blaming is focused on condemning a
victim’s actions, derogation is focused on condemning a victim’s character. These
studies showed, for instance, that people blamed a victim more when the victim’s
suffering was enduring as opposed to ending (e.g., Hafer, 2000a, Study 2) and when
the victim actually did something to contribute to the injustice occurring (i.e., a
non-innocent victim; e.g., Hafer, 2000a, Study 1). Moreover, people also blamed a
victim more when the perpetrator was not caught as opposed to caught, presumable
because chances of justice being served increase when the perpetrator has been
apprehended (e.g., Hafer, 2000b; Van Prooijen & Van den Bos, 2009; Van den Bos
& Maas, 2009). Intuitively, these findings make sense as they can easily be
explained by the fact that a greater just-world threat would lead to more victim
blaming.

In a seminal paper, Hafer (2000b) showed that these effects were indeed due to
an increased activation of justice-related constructs. That is, in two studies she
confronted participants with a scenario in which a boy was severely assaulted and
robbed. In these studies, Hafer used a manipulation of perpetrator apprehension.
That is, half of the participants were told that the perpetrator had been caught and
was sent to jail, creating a low threat, while the other half of the participants read
that the perpetrator was still at large and would not likely be caught, creating a high
threat. Subsequently, participants’ concern with justice was measured in an implicit
manner, using a modified Stroop task. In a Stroop task words in different colors are
presented to participants. Participants have to identify the color of words presented
to them and ignore the content of these words. In Hafer’s version of the Stroop task,
justice-related, harm-related, story-related, and neutral words were included.
Results revealed that people who read that the perpetrator had not been appre-
hended experienced took longer to identify the color of justice-related words (as
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opposed to other neutral, story-related or harm-related words) than the people who
read that the perpetrator had been apprehended. This can be explained by the fact
that it is more difficult to ignore the content of words that are activated in your mind
(in this case “justice”).

These findings indicate that people’s concern with justice is heightened fol-
lowing a confrontation with injustice, especially when this instance constitutes a
stronger threat to the belief in a just world. In a follow-up study, Hafer also revealed
that victim blaming and derogation reduced this concern, as this interference
attenuated for participants who were given a chance to blame and derogate the
victim as opposed to those who did not get this opportunity. Hence, this indicates
that victim blaming and derogation serve as viable ways to resolve the threat to
people’s just world, posed by a confrontation with innocent suffering.

In addition to victim innocence, perpetrator apprehension, and enduring versus
ended victim suffering, victim similarity has been put forward as another possible
variable influencing threat to the belief in a just world (e.g., Bal & Van den Bos,
2010; Correia, Vala, & Aguiar, 2001, 2007). Specifically, when a victim is more
similar (versus less similar) to an observer, two hypotheses can be put forward. On
the one hand, one could expect that similarity increases identification and with that
empathy for the victim, which would reduce victim blaming. On the other hand, one
could expect that similarity would increase the fear of a similar fate bestowing on
the observer and therefore victim blaming will be enhanced.

Studies focusing on victim similarity showed support for the latter hypothesis.
When a victim belonged to the same social group as the observer, victim blaming
was increased (Correia et al., 2001, 2007). Later studies added to these findings by
showing a similar effect for perpetrator similarity. That is, belonging to the same
social group as the victim or to the same social group as the perpetrator both
increased victim blaming (Bal & Van den Bos, 2010). Moreover, social similarity
to a victim or perpetrator (i.e., belonging to the same social group) as well as
physical proximity of an unjust event both increase negative reactions toward a
victim (e.g., Bal & Van den Bos, 2012, Study 2, 2015).

More recently, studying the processes that are involved in processing injustice
has become more prominent in just-world research. These studies focused on how
certain psychological variables influenced lay people’s reactions following a con-
frontation with injustice. We will discuss this process-oriented research in more
detail in the following paragraphs. In doing so, we first focus on factors that
influence how people construe an unjust event and subsequently move on to a
discussion of the processes that take place after people have been confronted with
innocent suffering, and that influence how people process an unjust event (see
Fig. 1 for a schematic overview).
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A Focus on the Self Versus Others

In the 1970s, several researchers studied the assignment of blame or responsibility
to victims of accidents or other types of injustice (e.g., Chaiken & Darley, 1973;
Lerner & Simmons, 1966; Novak & Lerner, 1968; Shaver, 1970; Walster, 1966).
These seminal studies inspired many others to further investigate these issues and
led to the distinction between person identification and position identification
(Lerner, Miller & Holmes, 1976). In the former, people are more concerned with
the ill fate of the victim (“I feel his suffering”), while in the second, they will be
more focused on their own personal consequences (“That could also happen to
me”).

More recently, research on the relation between self-construal and victim
blaming (Van Prooijen & Van den Bos, 2009) extended these earlier findings by
researching the more indirect processes influencing the construal of unjust events.
Self-construal refers to whether people describe themselves in terms of group
membership or in terms of individual qualities (Singelis, 1994). That is, people can
either define themselves in terms of differences with others, stressing their
uniqueness (i.e., an independent self-construal), or in terms of similarities with
others, stressing their belonging to certain social groups (i.e., an interdependent
self-construal). People dispositionally and situationally differ in whether they adopt
a more independent or interdependent self-construal. In their research, Van Prooijen
and Van den Bos (2009) applied this insight to the study of victim blaming. In this
study participants read a scenario in which a girl was assaulted after a night out,
after which blaming of the victim was measured. The researchers found that both
manipulated and measured high levels of interdependent self-construal led partic-
ipants to blame the victim more than when they were primed with or scored high on
independent self-construal. According to the Van Prooijen and Van den Bos, these
findings can be explained by the fact that an interdependent self-construal may
facilitate assimilation with others (i.e., position identification). When people
assimilate with a victim specifically, this may enhance the threat experienced and
thus increase derogatory reactions toward this victim.

In line with these findings, our research showed that victim blaming is enhanced
when people are self-focused as opposed to other-focused (Bal & Van den Bos,
2015), presumably because people who are self-focused will be more concerned
with the threat that a situation of injustice poses, while other-focused individuals
will be more concerned with the victim’s fate. Hence, a self-focus may lead to
position identification while an other-focus may lead to person identification. In our
studies, half of the participants were asked to think back to and describe a situation
in which they were focused on themselves (e.g., studying for an exam) and the
other half to think back to and describe a situation in which they were focused on
others (e.g., listening to a lecturer giving a lecture). Subsequently, we confronted
the participants with a scenario in which a man was severely injured after being hit
by a car. Our findings on victim blaming showed that reactions were enhanced
when they were self-focused as opposed to other-focused.
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Additional studies, focusing on related processes, also speak to the fact that a
self-focus enhances and an other-focus reduces derogatory reactions toward vic-
tims. For instance, studies have shown that mimicking a person, whether it be the
victim or a person unrelated to the situation, reduced victim blaming (Stel, Van den
Bos, & Bal, 2012). According to the authors, mimicking might induce a general
other-oriented mindset. Put differently, mimicking might make an other-focus or
person identification more likely. Moreover, studies have shown that ego depletion
(i.e., being low on self-control) enhances victim blaming and, perhaps even more
important for the current discussion, that self-affirmation reduces victim blaming
(Loseman & Van den Bos, 2012). Loseman and Van den Bos (2012) argue that
these findings may be explained by the fact that the victim poses a self-threat to the
observer. Hence, these authors again relate a self-focus to the experienced threat
and subsequently to more victim blaming.

All and all, a picture emerges that fits with the idea that people may construe a
just-world threat differently depending on whether they are mainly focused on
personal consequences as opposed to how the victim must feel. These findings are
in line with earlier theorizing (Lerner, Miller, & Holmes, 1976). Identification with
the position of the victim enhances experienced threat and therefore derogatory
reactions to deal with this threat, while identification with the victim as a person
enhances sympathy and, as such, will decrease derogatory reactions. Some papers
studying distributive and procedural justice also alluded to the fact that these
focuses could influence justice judgments and related reactions following person-
ally experienced injustice (e.g., Lerner & Clayton, 2011; Skitka, Aramovich, Lytle,
& Sargis, 2009; Van Prooijen, 2013). We will now move on to a discussion of the
processes that take place following such confrontation with an innocent victim.

Approach Versus Avoidance Orientation

The research described above focused on factors influencing the construal of the
event, before people are confronted with injustice. We will now turn to a discussion
of studies focusing on what happens after people have been confronted with an
unjust situation and look for factors that may influence subsequent processing of
unjust information. Hence, we will discuss the processes that take place in between
the confrontation with injustice and people’s overt reactions toward the victims.
A seminal motivational dichotomy that influences a broad range of psychological
phenomena is that of approach and avoidance (Chen & Bargh, 1999). Approach
and avoidance motivation have been found to play a role in most, if not all, human
behavior. That is, people will be motivated to avoid negative stimuli (punishment)
as much as possible and to approach positive stimuli (rewards) when they can.
Similar to a self versus other focus, this orientation to approach or avoid can differ
dispositionally and situationally. Approach and avoidance motivation will likely
also influence how people process a confrontation with unjust suffering.
Specifically, we expect that when people are approach motivated toward victims, a
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concern with their ill fate will be likely, while avoidance motivation might make
more derogatory and rejecting reaction more likely. We have studied how these
motivations influence reactions toward victims of injustice by experimentally
inducing them before a confrontation with an innocent victim and by measuring
them after such a confrontation.

With regard to the former, our research has shown that people tend to blame an
innocent victim more when they are avoidance as opposed to approach motivated
(Bal, 2014; Bal & Van den Bos, 2016). We further showed that a confrontation with
an innocent victim who poses a high just-world threat inhibits people’s natural
approach tendencies and leads people to become more avoidance than approach
motivated toward the victim. These findings indicate that people will oftentimes
react in an avoidance-motivated manner toward a confrontation with an innocent
victim. Such an avoidance-motivated reaction may heighten chances of victim
blaming as a way of resolving the threat to one’s belief in a just world.

Experiential Versus Rationalistic Processing

Another way to study what happens after people have been confronted with a
victim is by looking at the influence of rationalistic versus experiential processing
of the unjust event. According to dual-process theories (e.g., Strack & Deutsch,
2004), people can process information in one of two ways. They either use
rationalistic and effortful routes, in which information is processed in detail and in
which costs and benefits are carefully weighed against alternative options.
Alternatively they can use experiential and intuitive routes, which process infor-
mation more quickly and superficially and work by using heuristics. Following the
increased attention to dual-process theories within the psychological literature (e.g.,
Strack & Deutsch, 2004), the influence of rationalistic and experiential processing
in reactions following injustice has also gained attention in social justice research
(e.g., Harvey & Callan, 2014; Van den Bos & Maas, 2009; Van den Bos et al.,
2008). Within the justice motive literature there is an ongoing debate about whether
rationalistic or experiential processing of the situation is dominant in people’s
reactions to the unjust event (e.g., Van den Bos, 2007; Lerner & Clayton, 2011).
A number of researchers argue that reactions toward unjust situations result from
intuitive experiential processing of information (e.g., Lerner & Clayton, 2011;
Lerner & Goldberg, 1999; Harvey & Callan, 2014). In contrast, other studies show
that these reactions are stronger when people have adopted rationalistic assessments
of the situation (e.g., Van den Bos & Maas, 2009). The type of justice information
that is processed is important in this respect (Maas & Van den Bos, 2009; Van den
Bos & Maas, 2009).

In their theorizing, Lerner and Goldberg (1999) argue that justice judgments and
subsequent reactions are usually arrived at through intuitive processing of the unjust
situation. That is, they propose that the management of people’s just-world beliefs
usually takes place outside of people’s consciousness. Hence, negative reactions
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following unjust events are due to the associative link of the victim to the negative
event and positive reactions can occur spontaneously when helping is an available
option that is effortless and relatively costless (i.e., experiential processing).

Harvey, Callan, and Matthews (2014) found partial evidence for this line of
reasoning. In a series of studies these authors manipulated and measured infor-
mation processing style, being either intuitive and experiential or rationalistic and
effortful, and measured a variety of reactions following a confrontation with a
victimization scenario, which constituted either a high or low just-world threat.
Findings revealed that most reactions differed based on victim innocence and victim
suffering (i.e., the just-world threat manipulations), regardless of information pro-
cessing mode. Therefore, the authors concluded that people’s reactions to victim-
ization, including victim blaming, occur intuitively as well as through rationalistic
processing. Hence, rationalistic processing of unjust information is not a necessary
prerequisite for reacting toward innocent victims.

In contrast with the above line of reasoning, and in line with the uncertainty
management model (Van den Bos, 2009), Van den Bos and Maas (2009) propose
that it is rationalistic as opposed to experiential processing that occurs after a
confrontation with threats to the belief in a just world. These authors conducted an
experiment in which they asked participants to either react to information in an
intuitive and experiential or rational and deliberative manner. After this, participants
read a scenario in which a woman was either robbed or sexually assaulted and the
degree to which the participants blamed the victim was measured. They induced a
high or low just-world threat by telling participants that the perpetrator was either
caught (low threat) or not (high threat). Their results revealed that only people in a
rationalistic mindset blamed a victim more when the perpetrator was still at large as
opposed to when he was caught. This difference was not there for people in an
intuitive mindset. Interestingly, in an intuitive mindset, blaming was generally
higher than in a rationalistic mindset. The authors concluded that rationalistic
processing enhances victim blaming following a high as opposed to a low
just-world threat, and hence, threat-related victim blaming is the result of
rationalistic as opposed to experiential processing of the unjust situation.

Future research may want to reconcile the findings by Harvey et al. (2014) with
those obtained by Van den Bos and Maas (2009). For example, it might be the case
that differences in reactions found by Harvey and colleagues were related to
heuristics, such as the need to reduce negative affect or (lack of) care for the victim,
and not to the just-world threat the victims posed. Hence, the manipulations of
victim innocence and victim suffering, adopted by Harvey et al. (2014), may have
enabled differing reactions for several reasons other than the just-world threat the
victim posed. In contrast, participants in the studies by Van den Bos and Maas
(2009) may have focusing on the just-world threat that the victim posed specifi-
cally, for which rationalistic processing seems necessary.

Interestingly, with regard to procedural justice judgments, differences were
found mainly in an experiential mindset as opposed to a rationalistic mindset (Maas
& Van den Bos, 2009). That is, in a set of studies in which participants reacted to a
fair or unfair procedure, results showed that especially in an experiential mindset
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did people react more negatively to an unfair as opposed to a fair procedure. In a
rationalistic mindset no differences of procedural fairness were found. It may be the
case that in these instances experiential processing fits the context better, because
affect and procedural justice are linked (i.e., feeling bad because of procedural
injustice). Hence, while reacting to personally experienced procedural unfairness
seems to be a more experiential and intuitive process, interpreting a confrontation
with an innocent victim in terms of the just-world threat that the situation poses
seems to be a more rationalistic process.

Taking these results together, the studies converge and diverge on certain points
with regard to the processing of information on unjust suffering. That is, while
researchers on each side of the debate stress the importance of either intuitive or
rationalistic processing in reactions to innocent suffering and victim blaming
specifically, both sides do agree on the fact that intuitive as well as rationalistic
paths to reacting to unjust situations are possible. It seems to be the case that only
reactions following rationalistic, effortful and deliberative processing of innocent
suffering are sensitive to threat-related information, as shown by Van den Bos and
Maas (2009). Spontaneous, intuitive, and experiential reactions to unjust situations,
on the other hand, are not influenced by the degree of threat that the situation poses,
as suggested by Harvey et al. (2014) and Maas and Van den Bos (2009).

Evidence for Positive Reactions Following Unjust Events

Most of the research inspired by the introduction of justice motive theory (Lerner,
1980) focused on factors influencing derogatory reactions of victim blaming and
derogation (for an overview, see Hafer & Bègue, 2005). However, reactions fol-
lowing unjust events can be much more varied, as already explained in the intro-
duction of this chapter. That is, oftentimes people do not react in derogatory terms
toward victims, but unjust situations spark strong negative emotions and a will-
ingness to take action against the unjust event. Outside the realm of justice motive
theory, it has been found that people experience moral outrage following a con-
frontation with injustice and go to great lengths to alleviate the victim’s ill plight or
punish the wrongdoer, sometimes even by sacrificing their own positive outcomes
(Batson, 1998).

In just-world theory, Lerner (1980) already alluded to the possibility that people
react in this more constructive way toward confrontations with injustice, actively
pursuing a (more) just world. Specifically, Lerner distinguished helping and com-
pensating the victim together with punishing the perpetrator from blaming and
derogating the victim together with other more “irrational” strategies to preserve the
belief in a just world. In a seminal study, Lerner and Simmons (1966) found that
people will help a victim when helping is an available option, and only resort to
victim blaming when helping is deemed futile.

In more recent work, attention is also given to these more positive reactions and
the question of how people choose to adopt a certain strategy for resolving a
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just-world threat (see, e.g., Bègue, Charmoillaux, Cochet, Cury, & De Suremain,
2008; DePalma, Madey, Tillman, & Wheeler, 1999; Hafer & Gosse, 2011; Hafer &
Rubel, 2015; Kogut, 2011). By and large, these studies focused on dispositional
traits influencing willingness to help and did not study the underlying processes
involved in deciding how to react to an unjust event.

In our own studies, we did include helping or supporting the victim as a possible
reaction in several studies and investigated the role of approach and avoidance
motivation as well as a self- versus and other-focus also in relation to positive
reactions. Our findings showed that while a self-focus enhanced victim blaming, an
other-focus deceased victim blaming and enhanced support for the victim. That is,
after presenting the participants with a car crash scenario, we measured whether
people were willing to invest time and effort into raising money for the victim of the
car crash. Our results showed that when people were other-focused, they helped the
victim more than when they were self-focused (Bal & Van den Bos, 2015).
Moreover, in a different set of studies we also found that people react more sup-
portively and less derogatory toward the victim when they were approach motivated
as opposed to avoidance motivated (Bal, 2014; Bal & Van den Bos, 2016).

In our studies, it did not seem to be the case that people necessarily help when
helping was possible. Instead, oftentimes people’s spontaneous reactions were to
cognitively resolve a just-world threat by resorting to victim blaming and deroga-
tion. When people were explicitly made to focus on the victim’s well-being (by
inducing an approach motivation or an other-focus), they did opt to help more as a
way of resolving a just-world threat. These findings may be reconciled with
(Lerner’s 1980; Lerner & Simmons, 1966) propositions by taking into account the
costs of helping. When helping is relatively costless and effortless, people will help
a victim. When helping involves effortful and costly behavior, for instance by
having to spend time or money, people will be less willing to help and may adopt a
cognitive strategy of victim blaming or derogation as a relatively more likely
option.

In addition to derogatory and supportive reactions toward the victims of mis-
fortune, more differentiated reactions are possible and have received some attention
in research. We want to address two related types of reactions, namely immanent
and ultimate justice reasoning (Callan, Sutton, Harvey & Dawtry, 2014; Callan,
Ellard & Nicol, 2006; Harvey & Callan, 2014) and compensatory rationalizations
(Kay et al., 2007; Kay & Jost, 2003; Jost & Kay, 2005; Gaucher et al., 2010). Both
types of reactions try to make sense of an unjust situation by placing it in a broader
perspective, assuming that justice and injustice balance out. In the former, people
perceive misfortunes as caused by previous bad deeds (immanent justice reasoning)
or resulting in ultimate compensation (ultimate justice reasoning). In the latter,
people are expected to keep up a kind of moral balance or create an illusion of
equality such that negative traits or undeserving events are “compensated” with
positive traits or events with opposite valence. So in addition to people getting what
they deserve, a balance between good and bad outcomes may be a lay theory that
people adopt in the realm of justice.
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Immanent justice reasoning can be viewed as the belief that actions bring about
deserved outcomes. In this type of reasoning, people make a causal link between
prior moral behavior and subsequent random outcomes. Importantly, Callan and
colleagues stress that the lack of a physically plausible means by which the outcome
and prior behavior can be connected is a defining feature of immanent justice
reasoning (for an overview, see Callan et al., 2014). In two studies, Callan et al.,
(2006) showed that people resort to immanent justice reasoning for both positive
and negative outcomes. Specifically, in their first study, they presented participants
with a scenario in which a man named David was seriously injured in a car acci-
dent. Half of the participants learned that David was having an extramarital affair
with a travel agent. The other half of the participants was told that David was on his
way to a travel agent to plan a holiday with his family instead. They subsequently
measured perceptions of a causal link between David’s behavior and the car
accident and found that people resort more to immanent justice reasoning when
David had an extramarital affair than when he did not. They conceptually replicated
these findings in a second study, in which they measured immanent justice for an
undeserved positive outcome. Hence, immanent justice reasoning seems to be an
additional coping strategy to deal with a threat to one’s just-world belief.

In a more recent study, Harvey and Callan (2014) extended these findings by
also including ultimate justice reasoning as a possible defensive strategy in the face
of just-world threats. Ultimate justice reasoning is different from immanent justice
reasoning in the fact that the former is focused forward, stressing that current
undeserved outcomes will ultimately lead to a more meaningful life, while the latter
is backward-looking, focusing on prior behaviors to explain current undeserved
outcomes. Ultimate and immanent justice reasoning were found to be negatively
correlated. Moreover, using a similar setup as Callan et al. (2006), they showed that
people were more likely to resort to immanent justice reasoning when the victim
was a “bad” person (such as a person who cheated) and to ultimate justice reasoning
when the victim was a “good” person (such as a person who planned a holiday for
his family). These effects were mediated by perceptions of deservingness.

Related to these two balancing strategies to preserve the just-world belief, Kay
and colleagues put forward a related idea, which they termed compensatory
rationalizations (for an overview, see Kay et al., 2007). Compensatory rational-
izations are used to find a balance between positive and negative outcomes or traits.
Specifically, Kay and Jost (2003) showed that people judge the system as more fair
when they have been exposed to complementary stereotypes as opposed to non-
complementary stereotypes. That is, with a short scenario they introduced a person
to the participant. In this scenario they varied wealth and happiness of the person,
such that he was either rich and unhappy, poor and happy, rich and happy, or poor
and unhappy. The first two conditions constituted complementary stereotypes as
they confer that no person can have it all. The latter two conditions constituted
noncomplementary stereotypes. Reading the complementary scenarios led to higher
ratings of the system as fair than reading the noncomplementary scenarios.
Moreover, in a subsequent study Kay and Jost (2003) showed that noncomple-
mentary scenarios led to an implicit concern with justice.
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These two strategies of immanent and ultimate justice reasoning, on the one
hand, and compensatory rationalizations, on the other, seem to contradict each
other, leading to directly opposite predictions regarding people’s reactions fol-
lowing victimizations (encompassing both individual cases and discrimination of
groups in society). However, the two can be reconciled by specifying the conditions
under which either will be adopted. Several studies (e.g., Gaucher et al., 2010; Kay,
Jost, & Young, 2005) have looked into these factors and revealed, for instance, that
while people resort to immanent justice reasoning or victim blaming mostly when
the traits are causally relevant for the outcome (e.g., “poor and lazy”), while they
resort more to compensatory rationalizations for traits that are irrelevant for the
outcome (e.g., “poor, but happy”, see for instance, Kay et al., 2005).

These studies show that following confrontations with injustice, people can
adopt a broad range of strategies to uphold their faith in a just world. While the first
studies on the justice motive focused mostly on victim blaming and derogation,
more recent work began to uncover many other possible reactions to resolve a
just-world threat, such as helping, immanent and ultimate justice reasoning, and
compensatory rationalizations. Importantly, these reactions not only cover reactions
to individual cases of injustice, but also include reactions to groups of people who
are less well-off and reactions to inequality as we also saw in the studies on
compensatory rationalizations. Hence, the role of justice beliefs in discrimination
became the focus of research as well (see for instance work on system justification
theory; Jost & Banaji, 1994; Jost, Banaji, & Nosek, 2004).

Going Beyond Deservingness

Within the justice motive literature, injustice is defined as deservingness. That is,
the central tenet of just-world theory is that people have a fundamental need to
believe that the world is a just place, which is defined as a world in which people
get what they deserve. As such, it most closely aligns with a notion of equity, which
can be defined as proportionality between an individual’s outcome and his or her
input, as discussed in the beginning of this chapter. However, several different
justice principles can be distinguished (Deutsch, 1975). Specifically, Deutsch dis-
tinguished three principles of justice; equity, equality, and need. People can dis-
positionally as well as situationally differ in the principle that they apply.

Looking at the way in which people define justice, we also see such a differ-
entiation. Studying over 5000 instances of injustice, provided by ordinary people,
Finkel (2000) found that most people, when probed for instances of unfairness,
refer to situations where innocence was punished, hard work was not rewarded, or
an unfair advantage was given. However, people also referred to situations of
unequal treatment as an instance of injustice. Hence, while many referred to
instances related to equity and deservingness, other principles could and did play a
role.
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Importantly, when probed for instances of unfairness, people come up with
instances of personally experienced unfairness but also with instances of observed
unfairness, where the situation did not directly involve them. These impersonal
situations encompassed more than half of the situations provided in Finkel’s (2000)
study and also seemed to increase with age, with children mentioning unfairness for
others about half of the time, but young adults and elderly adults mentioning
unfairness for others about two third of the time. These findings are especially
interesting as they point to the idea that justice is not self-interested (a substantial
amount of the time).

In line with people’s commonsense notion of justice, Deutsch (1975) notes that
equity is an economically oriented view of justice in which the rules of justice are
met when an individual’s outcome or reward is proportional to his or her input or
contribution. Many (Western) societies do have such an economic orientation.
Hence, in many societies the deservingness principle applies and people will live by
the rules of equity (Martin, 1999).

However, in certain situations the principles of equality or need may be applied.
Specifically, equality may be applied in solidarity-oriented groups or contexts and
need in caring-oriented groups or contexts. One could easily imagine that while a
person might adhere to an equity principle of justice in general, contexts do exist in
which (s)he takes more of a caring or solidarity orientation, for instance in schools,
in a home for the elderly, or when people have been struck by a natural disaster. In
these instances, we are able to let go of our general justice principle of equity and
focus more on the other person’s needs. We want to teach our children, enhance the
quality of life for the elderly and come to the aid of the persons who lost their
homes due to a typhoon. These additional principles of justice deserve attention in
future studies and should be incorporated in the justice motive. Focusing on when
people adopt these principles of justice may also result in additional strategies in
which people try to preserve their belief in a just world.

Concluding Remarks

In this chapter we have discussed how lay beliefs about social justice shape reac-
tions following unjust events and more specifically reactions toward innocent
victims of injustice. We have explained why people sometimes react in derogatory
manners toward innocent victims, blaming them for their ill fates. We have dis-
cussed some important processes that shape these reactions and influence the
construal and processing of these events. Moreover, we have discussed alternative
reactions of helping and balancing strategies (such as immanent justice reasoning
and compensatory rationalizations) that seem to be less detrimental for the victims
involved. We finished this chapter with a discussion of varied perspectives of
justice that lay people can adopt and that may be incorporated into the justice
motive literature.
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We chose to focus on work pertaining to people’s justice motive and reactions
toward victims specifically, as we believe this to be an important area of research in
which justice judgments play an important social role and can have far-reaching
consequences. It is important to note, however, that in choosing to do so, we did not
provide a complete overview of the possible ways in which justice plays a role in
the lives of people. For instance, we have not discussed reactions to personal
encounters with unjust situations. While these reactions may to some degree
overlap with the reactions discussed in this chapter, we only briefly touched upon
related fields of study, for instance on distributive and procedural justice.
A discussion of all research conducted on social justice was beyond the scope of
this chapter, but we hope to have provided an overview of the array of ways in
which lay people can react to innocent suffering and innocent victims specifically.

References

Adams, J. S. (1965). Inequity in social exchange. In L. Berkowitz (Ed.), Advances in experimental
social psychology (Vol. 2, pp. 267–299). New York: Academic Press. doi:10.1016/S0065-
2601(08)60108-2

Bal, M. (2014). Making sense of injustice: Benign and derogatory reactions to innocent victims.
Doctoral dissertation, Utrecht University.

Bal, M., & Van den Bos, K. (2010). The role of perpetrator similarity in reactions toward innocent
victims. European Journal of Social Psychology, 40, 957–969. doi:10.1002/ejsp.668

Bal, M., & Van den Bos, K. (2012). Blaming for a better future: Future orientation and associated
intolerance of personal uncertainty lead to harsher reactions toward innocent victims.
Personality and Social Psychology Bulletin, 38, 835–844. doi:10.1177/0146167212442970

Bal, M., & van den Bos, K. (2015). Putting the “I” and “Us” in justice: Derogatory and benevolent
reactions toward innocent victims in self-focused and other-focused individuals. Social Justice
Research, 28, 274–292. doi:10.1007/s11211-015-0249-3

Bal, M., & Van den Bos, K. (2016). On human motivation and coping with threats to one’s
worldview: Transforming victim blaming into helping of innocent victims. Manuscript
submitted for publication.

Batson, C. D. (1998). Altruism and prosocial behavior. In D. T. Gilbert, S. T. Fiske, & G. Lindzey
(Eds.), Handbook of social psychology (4th ed., Vol. 2, pp. 282–316). Boston, MA:
McGraw-Hill.

Beauchamp, T. L. (2001). Philosophical ethics: An introduction to moral philosophy (3rd ed.).
Boston: McGraw-Hill.

Bègue, L., Charmoillaux, M., Cochet, J., Cury, C., & De Suremain, F. (2008). Altruistic behavior
and the bidimensional just world belief. The American Journal of Psychology, 121, 47–56.
doi:10.2307/20445443

Blau, P. M. (1964). Exchange and power in social life. New York: Wiley.
Callan, M. J., Ellard, J. H., & Nicol, J. E. (2006). The belief in a just world and immanent justice

reasoning in adults. Personality and Social Psychology Bulletin, 32, 1646–1658. doi:10.1177/
0146167206292236

Callan, M. J., Sutton, R. M., Harvey, A. J., & Dawtry, R. J. (2014). Immanent justice reasoning:
Theory, research, and current directions. Advances in Experimental Social Psychology, 49,
105–161. doi:10.1016/B978-0-12-800052-6.00002-0

Effects of Lay Beliefs on the Justice Motive 173

http://dx.doi.org/10.1016/S0065-2601(08)60108-2
http://dx.doi.org/10.1016/S0065-2601(08)60108-2
http://dx.doi.org/10.1002/ejsp.668
http://dx.doi.org/10.1177/0146167212442970
http://dx.doi.org/10.1007/s11211-015-0249-3
http://dx.doi.org/10.2307/20445443
http://dx.doi.org/10.1177/0146167206292236
http://dx.doi.org/10.1177/0146167206292236
http://dx.doi.org/10.1016/B978-0-12-800052-6.00002-0


Chaiken, A. L., & Darley, J. M. (1973). Victim or perpetrator: Defensive attribution of
responsibility and the need for order and justice. Journal of Personality and Social Psychology,
25, 268–275. doi:10.1037/h0033948

Chen, M., & Bargh, J.A. (1999). Consequences of automatic evaluation: Immediate behavioral
predispositions to approach or avoid the stimulus. Personality and Social Psychology Bulletin,
25, 215–224. doi:10.1177/0146167299025002007

Cohen, R. L. (Ed.). (1986). Justice: Views from the social sciences. New York: Plenum.
Cohen, R. L. (2016). Restorative justice. In C. Sabbagh & M. Schmitt (Eds.), Handbook of social

justice theory and research (pp. 257–272). New York: Springer.
Correia, I., Vala, J., & Aguiar, P. (2001). The effects of belief in a just world and victim’s

innocence on secondary victimization, judgements of justice and deservingness. Social Justice
Research, 14, 327–342. doi:10.1023/A:1014324125095

Correia, I., Vala, J., & Aguiar, P. (2007). Victim’s innocence, social categorization, and the threat
to the belief in a just world. Journal of Experimental Social Psychology, 43, 31–38.
doi:10.1016/j.jesp.2005.12.010

DePalma, M. T., Madey, S. F., Tillman, T. C., & Wheeler, J. (1999). Perceived patient
responsibility and belief in a just world affect helping. Basic and Applied Social Psychology,
21, 131–137. doi:10.1207/S15324834BA210205

Deutsch, M. (1975). Equity, equality, and need: What determines which value will be used as the
basis of distributive justice? Journal of Social Issues, 31, 137–149. doi:10.1111/j.1540-4560.
1975.tb01000.x

Finkel, N. J. (2000). But it’s not fair! Commonsense notions of unfairness. Psychology, Public
Policy, and Law, 7, 898–952. doi:10.1037/1076-8971.6.4.898

Folger, R. (Ed.). (1984). The sense of injustice: Social psychological perspectives. New York:
Plenum.

Furnham, A. (2003). Belief in a just world: Research progress over the past decade. Personality
and Individual Differences, 34, 795–817. doi:10.1016/S0191-8869(02)00072-7

Gaucher, D., Hafer, C. L., Kay, A. C., & Davidenko, N. (2010). Compensatory rationalizations
and the resolution of everyday undeserved outcomes. Personality and Social Psychology
Bulletin, 36, 109–118. doi:10.1177/0146167209351701

Hafer, C. L. (2000a). Investment in long-term goals and commitment to just means drive the need
to believe in a just world. Personality and Social Psychology Bulletin, 26, 1059–1073. doi:10.
1177/01461672002611004

Hafer, C. L. (2000b). Do innocent victims threaten the belief in a just world? Evidence from a
modified Stroop task. Journal of Personality and Social Psychology, 79, 165–173. doi:10.
1037/0022-3514.79.2.165

Hafer, C. L., & Bègue, L. (2005). Experimental research on just-world theory: Problems,
developments, and future challenges. Psychological Bulletin, 131, 128–167. doi:10.1037/0033-
2909.131.1.128

Hafer, C. L., & Gosse, L. (2011). Predicting alternative strategies for preserving a belief in a just
world: The case of repressive coping style. European Journal of Social Psychology, 41(6),
730–739. doi:10.1002/ejsp.807

Hafer, C. L., & Rubel, A. N. (2015). The why and how of defending belief in a just
world. Advances in Experimental Social Psychology, 51, 41–96. doi:10.1016/bs.aesp.2014.09.
001

Hafer, C. L., & Sutton, R. (2016). Belief in a just world. In C. Sabbagh & M. Schmitt (Eds.),
Handbook of social justice theory and research (pp. 145–160). New York: Springer.

Harvey, A. J., Callan, M. J., & Matthews, W. J. (2014). How much does effortful thinking underlie
observers’ reactions to victimization? Social Justice Research, 27, 175–208. doi:10.1007/
s11211-014-0209-3

Harvey, A. J., & Callan, M. J. (2014). Getting “just deserts” or seeing the “silver lining”: The
relation between judgments of immanent and ultimate justice. PlosOne, 9(7), 1–8. doi:10.1371/
journal.pone.0101803

174 M. Bal and K. van den Bos

http://dx.doi.org/10.1037/h0033948
http://dx.doi.org/10.1177/0146167299025002007
http://dx.doi.org/10.1023/A:1014324125095
http://dx.doi.org/10.1016/j.jesp.2005.12.010
http://dx.doi.org/10.1207/S15324834BA210205
http://dx.doi.org/10.1111/j.1540-4560.1975.tb01000.x
http://dx.doi.org/10.1111/j.1540-4560.1975.tb01000.x
http://dx.doi.org/10.1037/1076-8971.6.4.898
http://dx.doi.org/10.1016/S0191-8869(02)00072-7
http://dx.doi.org/10.1177/0146167209351701
http://dx.doi.org/10.1177/01461672002611004
http://dx.doi.org/10.1177/01461672002611004
http://dx.doi.org/10.1037/0022-3514.79.2.165
http://dx.doi.org/10.1037/0022-3514.79.2.165
http://dx.doi.org/10.1037/0033-2909.131.1.128
http://dx.doi.org/10.1037/0033-2909.131.1.128
http://dx.doi.org/10.1002/ejsp.807
http://dx.doi.org/10.1016/bs.aesp.2014.09.001
http://dx.doi.org/10.1016/bs.aesp.2014.09.001
http://dx.doi.org/10.1007/s11211-014-0209-3
http://dx.doi.org/10.1007/s11211-014-0209-3
http://dx.doi.org/10.1371/journal.pone.0101803
http://dx.doi.org/10.1371/journal.pone.0101803


Jost, J. T., & Banaji, M. R. (1994). The role of stereotyping in system-justification and the
production of false consciousness. British Journal of Social Psychology, 33, 1–27. doi:10.
1111/j.2044-8309.1994.tb01008.x

Jost, J. T., Banaji, M. R., & Nosek, B. A. (2004). A decade of system justification theory:
Accumulated evidence of conscious and unconscious bolstering of the status quo. Political
Psychology, 25, 881–919. doi:10.1111/j.1467-9221.2004.00402.x

Jost, J. T., & Kay, A. C. (2005). Exposure to benevolent sexism and complementary gender
stereotypes: Consequences for specific and diffuse forms of system justification. Journal of
Personality and Social Psychology, 88, 498–509. doi:10.1037/0022-3514.88.3.498

Kay, A. C., & Jost, J. T. (2003). Complementary justice: Effects of ‘‘poor but happy’’ and ‘‘poor”
but honest’’ stereotype exemplars on system justification and implicit activation of the justice
motive. Journal of Personality and Social Psychology, 85, 823–837. doi:10.1037/0022-3514.
85.5.823

Kay, A. C., Jost, J. T., Mandisodza, A. N., Sherman, S. J., Petrocelli, J. V., & Johnson, A. L.
(2007). Panglossian ideology in the service of system justification: How complementary
stereotypes help us to rationalize inequality. Advances in Experimental Social Psychology, 39,
305–358. doi:10.1016/S0065-2601(06)39006-5

Kay, A. C., Jost, J. T., & Young, S. (2005). Victim‐derogation and victim‐enhancement as
alternate routes to system‐justification. Psychological Science, 16, 240–246. doi:10.1111/j.
0956-7976.2005.00810.x

King, M. L., Jr. (1963). Letter from Birmingham jail. Retrieved from https://kinginstitute.stanford.
edu/king-papers/documents/letter-birmingham-jail

Kogut, T. (2011). Someone to blame: When identifying a victim decreases helping. Journal of
Experimental Social Psychology, 47, 748–755. doi:10.1016/j.jesp.2011.02.011

Laurin, K., Fitzsimons, G. M., & Kay, A. C. (2011). Social disadvantage and the self-regulatory
function of justice beliefs. Journal of Personality and Social Psychology, 149–171. doi:10.
1037/a0021343

Lerner, M. J. (1977). The justice motive: Some hypotheses as to its origins and forms. Journal of
Personality, 45, 1–52. doi:10.1111/j.1467-6494.1977.tb00591.x

Lerner, M. J. (1980). The belief in a just world: A fundamental delusion. New York: Plenum Press.
Lerner, M. J., & Clayton, S. (2011). Justice and self-interest: Two fundamental motives.

Cambridge: Cambridge University Press.
Lerner, M. J., & Goldberg, J. H. (1999). When do decent people blame victims? The differing

effects of the explicit-rational and implicit-experiential cognitive systems. In S. Chaiken & Y.
Trope (Eds.), Dual-process theories in social psychology (pp. 627–640). New York: Guilford
Press.

Lerner, M. J., Miller, D. T., & Holmes, J. G. (1976). Deserving and the emergence of forms of
justice. In L. Berkowitz & E. Walster (Eds.), Advances in experimental social psychology (Vol.
9, pp. 133–162). New York: Academic Press. doi:10.1016/S0065-2601(08)60060-X

Lerner, M. J., & Simmons, C. H. (1966). Observer’s reaction to the “innocent victim”:
Compassion or rejection? Journal of Personality and Social Psychology, 4, 203–210. doi:10.
1037/h0023562

Lind, E. A., & Tyler, T. R. (1988). The social psychology of procedural justice. New York:
Plenum.

Lipkus, I. M., Dalbert, C., & Siegler, I. C. (1996). The importance of distinguishing the belief in a
just world for self versus for others: Implications for psychological well-being. Personality and
Social Psychology Bulletin, 22, 666–677. doi:10.1177/0146167296227002

Loseman, A., & Van den Bos, K. (2012). A self-regulation hypothesis of coping with an unjust
world: Ego-depletion and self-affirmation as underlying aspects of blaming of innocent victims.
Social Justice Research, 25, 1–13. doi:10.1007/s11211-012-0152-0

Maas, M., & Van Den Bos, K. (2009). An affective-experiential perspective on reactions to fair
and unfair events: Individual differences in affect intensity moderated by experiential
mindsets. Journal of Experimental Social Psychology, 45(4), 667–675. doi:10.1016/j.jesp.
2009.02.014

Effects of Lay Beliefs on the Justice Motive 175

http://dx.doi.org/10.1111/j.2044-8309.1994.tb01008.x
http://dx.doi.org/10.1111/j.2044-8309.1994.tb01008.x
http://dx.doi.org/10.1111/j.1467-9221.2004.00402.x
http://dx.doi.org/10.1037/0022-3514.88.3.498
http://dx.doi.org/10.1037/0022-3514.85.5.823
http://dx.doi.org/10.1037/0022-3514.85.5.823
http://dx.doi.org/10.1016/S0065-2601(06)39006-5
http://dx.doi.org/10.1111/j.0956-7976.2005.00810.x
http://dx.doi.org/10.1111/j.0956-7976.2005.00810.x
https://kinginstitute.stanford.edu/king-papers/documents/letter-birmingham-jail
https://kinginstitute.stanford.edu/king-papers/documents/letter-birmingham-jail
http://dx.doi.org/10.1016/j.jesp.2011.02.011
http://dx.doi.org/10.1037/a0021343
http://dx.doi.org/10.1037/a0021343
http://dx.doi.org/10.1111/j.1467-6494.1977.tb00591.x
http://dx.doi.org/10.1016/S0065-2601(08)60060-X
http://dx.doi.org/10.1037/h0023562
http://dx.doi.org/10.1037/h0023562
http://dx.doi.org/10.1177/0146167296227002
http://dx.doi.org/10.1007/s11211-012-0152-0
http://dx.doi.org/10.1016/j.jesp.2009.02.014
http://dx.doi.org/10.1016/j.jesp.2009.02.014


Martin, L. L. (1999). I-D compensation theory: Some implications of trying to satisfy
immediate-return needs in a delayed-return culture. Psychological Inquiry, 10, 195–208.
doi:10.1207/S15327965PLI1003_1

Montada, L., & Schneider, A. (1989). Justice and emotional reactions to the disadvantaged. Social
Justice Research, 3, 313–344. doi:10.1007/BF01048081

Novak, D. W, & Lerner, M. J. (1968). Rejection as a consequence of perceived similarity. Journal
of Personality and Social Psychology, 9, 147–152. doi:10.1037/h0025850

Opotow, S. (1990). Moral exclusion and injustice: An introduction. Journal of Social Issues, 46,
1–20. doi:10.1111/j.1540-4560.1990.tb00268.x

Peters, S. L. (2006). The social psychology of being better off than others. Doctoral dissertation,
Utrecht University.

Rawls, J. (1971). A theory of justice. Oxford: Oxford University Press.
Sabbagh, C., & Schmitt, M. (2016). Past, present, and future of social justice theory and research.

In C. Sabbagh & M. Schmitt (Eds.), Handbook of social justice theory and research (pp. 1–
11). New York: Springer.

Schmitt, M., Baumert, A., Gollwitzer, M., & Maes, J. (2010). The justice sensitivity inventory:
Factorial validity, location in the personality facet space, demographic pattern, and normative
data. Social Justice Research, 23, 211–238. doi:10.1007/s11211-010-0115-2

Shaver, K. G. (1970). Defensive attribution: Effects of severity and relevance on the responsibility
assigned for an accident. Journal of Personality and Social Psychology, 14, 101–113. doi:10.
1037/h0028777

Singelis, T. M. (1994). The measurement of independent and interdependent self-construals.
Personality and Social Psychology Bulletin, 20, 580–591. doi:10.1177/0146167294205014

Skitka, L. J., Aramovich, N., Lytle, B. L., & Sargis, E. (2009). Knitting together an elephant: An
integrative approach to understanding the psychology of justice reasoning. In D. R. Bobocel,
A. C. Kay, M. P. Zanna, & J. M. Olson (Eds.), The psychology of justice and legitimacy: The
Ontario symposium (Vol. 11, pp. 1–26). Philadelphia, PA: Psychology Press.

Stel, M., Van den Bos, K., & Bal, M. (2012). On mimicry and the psychology of the belief in a just
world: Imitating the behaviors of others reduces the blaming of innocent victims. Social Justice
Research, 25, 14–24. doi:10.1007/s11211-012-0150-2

Strack, F., & Deutsch, R. (2004). Reflective and impulsive determinants of social behavior.
Personality and Social Psychology Review, 8, 220–247. doi:10.1207/s15327957pspr0803_1

Sutton, R. M., & Douglas, K. M. (2005). Justice for all, or just for me? More evidence of the
importance of the self-other distinction in just-world beliefs. Personality and Individual
Differences, 39, 637–345. doi:10.1016/j.paid.2005.02.010

Thomas, W. R., & Thomas, E. S. (1928). The child in America. New York: Knopf.
Tyler, T. R. (1987). Conditions leading to value-expressive effects in judgments of procedural

justice: A test of four models. Journal of Personality and Social Psychology, 52, 333–344.
doi:10.1037/0022-3514.52.2.333

Tyler, T. R. (1989). The psychology of procedural justice: A test of the group-value model.
Journal of Personality and Social Psychology, 57, 830–838. doi:10.1037/0022-3514.57.5.830

Tyler, T. R. (2006). Why people obey the law. Princeton, NJ: Princeton University Press.
Tyler, T. R., & Lind, E. A. (1992). A relational model of authority in groups. In M. P. Zanna (Ed.),

Advances in experimental social psychology (Vol. 25, pp. 115–191). San Diego, CA:
Academic Press. doi:10.1016/S0065-2601(08)60283-X

Van den Bos, K. (2005). What is responsible for the fair process effect? In J. Greenberg &
J. A. Colquitt (Eds.), Handbook of organizational justice: Fundamental questions about
fairness in the workplace (pp. 273–300). Mahwah, NJ: Erlbaum.

Van den Bos, K. (2015). Humans making sense of alarming conditions: Psychological insight into
the fair process effect. In R. S. Cropanzano & M. L. Ambrose (Eds.), Oxford handbook of
justice in work organizations (pp. 403–417). New York: Oxford University Press.

Van den Bos, K. (2007). Hot cognition and social justice judgments: The combined influence of
cognitive and affective factors on the justice judgment process. In D. de Cremer (Ed.),

176 M. Bal and K. van den Bos

http://dx.doi.org/10.1207/S15327965PLI1003_1
http://dx.doi.org/10.1007/BF01048081
http://dx.doi.org/10.1037/h0025850
http://dx.doi.org/10.1111/j.1540-4560.1990.tb00268.x
http://dx.doi.org/10.1007/s11211-010-0115-2
http://dx.doi.org/10.1037/h0028777
http://dx.doi.org/10.1037/h0028777
http://dx.doi.org/10.1177/0146167294205014
http://dx.doi.org/10.1007/s11211-012-0150-2
http://dx.doi.org/10.1207/s15327957pspr0803_1
http://dx.doi.org/10.1016/j.paid.2005.02.010
http://dx.doi.org/10.1037/0022-3514.52.2.333
http://dx.doi.org/10.1037/0022-3514.57.5.830
http://dx.doi.org/10.1016/S0065-2601(08)60283-X


Advances in the psychology of justice and affect (pp. 59–82). Greenwich, CT: Information Age
Publishing.

Van den Bos, K., Ham, J., Lind, E. A., Simonis, M., Van Essen, W. J., & Rijpkema, M. (2008).
Justice and the human alarm system: The impact of exclamation points and flashing lights on
the justice judgment process. Journal of Experimental Social Psychology, 44, 201–219. doi:10.
1016/j.jesp.2007.03.001

Van den Bos, K. (2009). Making sense of life: The existential self trying to deal with personal
uncertainty. Psychological Inquiry, 20, 197–217. doi:10.1080/10478400903333411

Van den Bos, K., & Maas, M. (2009). An affective-experiential perspective on reactions to fair and
unfair events: Individual differences in affect intensity moderated by experiential mindsets.
Journal of Experimental Social Psychology, 45, 667–675. doi:10.1016/j.jesp.2009.02.014

Van Prooijen, J. W. (2013). Individualistic and social motives for justice judgments. Annals of the
New York Academy of Sciences, 1299, 60–67. doi:10.1111/nyas.12143

Van Prooijen, J. W., & Van den Bos, K. (2009). We blame innocent victims more than I do:
Self-construal level moderated responses to just-world threats. Personality and Social
Psychology Bulletin, 35, 1528–1539. doi:10.1177/0146167209344728

Walster, E. (1966). Assignment of responsibility for an accident. Journal of Personality and Social
Psychology, 3, 73–79. doi:10.1037/h0022733

Walster, E., Walster, G. W., & Berscheid, E. (1978). Equity: Theory and research. Boston: Allyn
& Bacon.

Wenzel, M., & Mummendey, A. (1996). Positive-negative asymmetry of social discrimination: A
normative analysis of differential evaluations of in-group and out-group on positive and
negative attributes. British Journal of Social Psychology, 35, 493–507. doi:10.1111/j.2044-
8309.1996.tb01110.x

Wenzel, M., & Okimoto, T. G. (2016). Retributive justice. In C. Sabbagh & M. Schmitt (Eds.),
Handbook of social justice theory and research (pp. 237–256). New York: Springer.

Effects of Lay Beliefs on the Justice Motive 177

http://dx.doi.org/10.1016/j.jesp.2007.03.001
http://dx.doi.org/10.1016/j.jesp.2007.03.001
http://dx.doi.org/10.1080/10478400903333411
http://dx.doi.org/10.1016/j.jesp.2009.02.014
http://dx.doi.org/10.1111/nyas.12143
http://dx.doi.org/10.1177/0146167209344728
http://dx.doi.org/10.1037/h0022733
http://dx.doi.org/10.1111/j.2044-8309.1996.tb01110.x
http://dx.doi.org/10.1111/j.2044-8309.1996.tb01110.x


Part III
Insights into Lay Theories About the

Metaphysical or Supernatural



Antecedents, Manifestations,
and Consequences of Belief
in Mind–Body Dualism

Matthias Forstmann and Pascal Burgmer

Just like professional scientists, laypeople naturally generate hypotheses about the
world and gather data through observation (e.g., Gopnik & Meltzoff, 1997; Gopnik
& Wellman, 1992). Yet, unlike scientists, who ideally deduce their hypotheses from
formal theories, laypeople typically derive theirs from cumulatively acquired belief
systems. That is, people use the information they acquire throughout their lives to
form various lay theories about the world they live in, and use these belief systems
to interpret and organize novel information (e.g., Kelley, 1967; Sloman, 2009).
People have been found to hold common-sense beliefs and lay theories about a
great number of things they encounter in various spheres of life, and they rely on
these beliefs to guide their behaviors across a wide range of situations (Molden &
Dweck, 2006). For example, people have elaborate theories about whether or not
the world is a just place, where people get what they deserve (e.g., Callan, Kay,
Davidenko, & Ellard, 2009; Lerner, 1980; Bal & van den Bos, this volume),
whether personality traits are malleable or fixed (e.g., Dweck & Leggett, 1988;
Molden & Dweck, 2006; Burnette, Hoyt, & Orvidas, this volume; Rattan &
Georgeac, this volume), or whether willpower is a limited resource that can be
fatigued (Job, this volume; Job, Dweck, & Walton, 2010).

Sometimes these beliefs can pertain to rather philosophical topics that do not
offer clear-cut answers: do we have free will, or are our actions determined? Is our
mind simply what our brain does, or is there an immaterial self that exists
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independently of our body? Recently, scholars from various fields have taken an
interdisciplinary approach to understanding how lay people think about these
questions, commonly referred to as experimental philosophy (Knobe, 2007): social
psychologists, cognitive, and developmental scientists, and experimental-minded
philosophers have started collaborative work to investigate the antecedents and
consequences of lay theories about metaphysical issues, such as free will, morality,
or intentionality. One particular domain that has become a focus of attention of
experimental philosophers is the philosophy of mind. It concerns questions about
what the mind is, why we have conscious experience, and—if it even exists—how
an immaterial mind may relate to the human body.

Terminology

In contrast to some of the other chapters in this volume, we chose to speak of beliefs
rather than lay theories, naïve theories, implicit theories, or mindsets. Although
these terms are oftentimes used interchangeably, we consider belief to be the most
adequate term to describe the variety of phenomena discussed in the literature.
Regardless of whether or not they are justified or true (Starmans & Friedman,
2012), beliefs can generally be considered sets of assumptions that a person has
about the current state of the world or about certain rules underlying reality. While
this definition is undoubtedly rather broad, it allows to cover a host of assumptions
people may have, ranging from metaphysical propositions regarding the existence
of free will to mundane assumptions about the current location of their car keys.
Contrary to that, the term lay theory carries with it a certain scientific connotation,
based on the idea of the lay person as a “naïve” scientist. This term is in our opinion
more suited for specific, complex belief systems—based on testable hypotheses—
that aim for a non-metaphysical, rational, abstract understanding of the social
world. A theory technically refers to a sophisticated explanatory framework, which
does not necessarily apply to some of the beliefs we are talking about in this
chapter. Further, whether these various beliefs fulfill the criteria to be referred to as
implicit (e.g., people’s inability to report their existence or operation; see
Greenwald & Banaji, 1995) should be decided on a case-by-case basis (see
Wegener & Petty, 1998).

Mind–Body Dualism

Although hinted at by Plato in his Theory of Forms (Plato, 360 B.C./1977), it was
René Descartes who first extensively wrote about what later became known as
the philosophical theory of mind–body dualism or the mind–body problem
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(Descartes, 1641/1641). Simplified, Descartes argues that the nature of the mind
(e.g., thinking, spatially and temporally unrestricted) is fundamentally different
from the nature of the body (e.g., nonthinking, spatially, and temporally restricted).
He wrote that he could clearly conceive of minds without bodies and bodies without
minds. Therefore, he concludes, mind and body must be two conceptually different
entities made up of two fundamentally different kinds of substance. Evidently, this
reasoning, which had a profound impact on the philosophy of the eighteenth and
nineteenth century, was entirely based on his own introspective, phenomenological
experience. After all, Descartes merely describes (in undeniably well-conceived
terms) what it feels like to have a mind, a feeling that all of us can intuitively
relate to.

The experience of consciousness has a distinct quality, in philosophy referred to
as qualia, and is inherently subjective. Although one could, for example, easily
describe to a blind person what a color is in physical terms, it is impossible to
communicate how perceiving a certain color feels like. As Thomas Nagel puts it,
since the physical world deals in objectives and qualia is per definition funda-
mentally subjective, we may never know what it feels like to be a bat, no matter
how much we observe or study it (Nagel, 1974). As a result, although the
knowledge gathered by the natural sciences such as physics, biology, and chemistry
allows us to understand many of the physical processes that are at work in the
human +brain, the discourse on the nature of mind–body relations continues even
today (e.g., Chalmers, 1995; Kim, 2000).

But philosophical debates notwithstanding, how do lay people perceive the
relation between their and others’ mind and body? Do they instinctively follow
Descartes’ reasoning or are they less convinced by the prospect of a mind that is
separate from a body? Or do they have no opinion on this matter at all, unless they
are directly questioned about it?

When speaking about beliefs in mind–body dualism, it seems conceptually
reasonable to differentiate between two separate, yet most likely interrelated, con-
structs: intuitive beliefs in mind–body dualism (or implicit dualism, as put by
Uhlmann, Poehlman, & Bargh, 2008), which are, (a) natural inclinations to
understand others’ minds as being non-contingent on their brains and (b) the
self-perception of occupying rather than being one’s physical body, and explicit
beliefs in mind–body dualism, that is, deliberate assumptions about how mental
states may be more than just the product of a physical body. The latter include, for
example, philosophical considerations regarding this issue, (more indirectly) reli-
gious beliefs that posit the existence of immortal souls or an afterlife, or beliefs in
the ability of minds to exist independently of a body, such as in the case of ghosts or
spirit possession. Explicit beliefs are thus based on the reflective thinking: they are
deliberate, acquired, stable, and rather rigid assumptions about mind–body rela-
tions. Intuitive beliefs, in contrast, are results of phenomenological experiences or
“feelings”: they are mostly unconscious, structurally innate, situationally variable,
and therefore rather flexible perceptions of others and ourselves.
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Intuitive (or Implicit) Beliefs in Mind–Body Dualism

Although people may differ with regard to their explicit endorsement of dualistic
positions, it has been argued that all humans seem to be—for a lack of a better term
—“natural-born dualists” (Bloom, 2004, p. xiii), and that the ability to differentiate
mind and body can be considered a defining capacity of the human species (Povinelli
&Bering, 2002; Suddendorf&Whiten, 2001). That is, at least on an intuitive level, we
all seem to share an understanding of minds being somehow independent of physical
bodies.We seem to naturally understand others’minds to be not entirely contingent on
their physical constitution, and have the same intuition with regard to our own mind
and body, regardless of our explicit beliefs.

Consequently, it seems reasonable to differentiate between two types of intuitive
mind–body dualism: self-oriented and other-oriented type (Fig. 1), which may or
may not be causally related to one another. In the following, we will try to outline
the manifestations and causes of these two seemingly universal intuitions.

Dualistic Views on Others’ Minds

When it comes to others’ minds, our dualistic intuitions become evident in rather
mundane aspects of our daily lives, for instance in pop-cultural fiction that involves
body transformation or anthropomorphism—that is, attributing humanlike proper-
ties, characteristics, or mental states to real or imagined nonhuman agents and
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Fig. 1 Intuitive and explicit belief in mind–body dualism
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objects (Epley, Waytz, & Cacioppo, 2007, p. 865). Although we know that they are
not likely to actually become a reality, we effortlessly comprehend a parable in
which a man wakes up inhabiting the body of an insect while retaining his former
mental states (Kafka, 1915/1996), a scary movie about a murderous doll possessed
by an evil spirit, or a TV commercial in which a sofa loudly proclaims the latest
discounts of a furniture store. As different as these cases may be, they are all
instances in which we intuitively infer the presence of mental states in entities that
clearly lack (human) brains, as if their minds were somehow not contingent on their
physical constitution. After all, how could a sofa even know what a discount is if it
does not fulfill the necessary physiological requirements to “know” anything at all?
Importantly, exposure to these innocent tales and cultural products does not puzzle
or bewilder us. We do not find them confusing and they do not leave us wondering
what on earth is actually going on (Bloom, 2004). For us, the mere fact that a being
seems to have a mind that it could not (or should not) have seems to be no reason
for concern.

Mind–Body Dualism as Cognitive Default

As stated above, the root of this effortless comprehension seems to be our natural
inclination to intuitively perceive minds to not solely be functional products of
specific brain states. In fact, recent work in developmental and social psychology
strongly suggests that both adults and children intuitively apply this kind of
unconscious dualistic reasoning when reflecting about other entities’ mental states,
and that this intuitive dualism can in fact be considered a cognitive default—that is,
a habitual way of thinking about this issue (e.g., Bering, 2006). In some of our own
work (Forstmann & Burgmer, 2015), we explored this issue by presenting partic-
ipants with various thought experiments, which are similar to the classic telepor-
tation thought experiments introduced by Derek Parfit (1984) that were later
adapted by developmental psychologists to study mind–body dualism in children
(Hood & Bloom, 2008; Hood, Gjersoe, & Bloom, 2012).

Specifically, participants were told about a hypothetical future in which a novel
duplication device was able to duplicate any kind of object in a matter of seconds
by scanning it, atom for atom, and then using the information gathered to assemble
a perfect duplicate at a second location from basic chemical elements. Emphasize
was put on the fact that the machine was 100% accurate and reliable, in that it
created a 100% identical physical copy of the original. Subsequently, participants
were told about a lab hamster that was duplicated by the device. This hamster was
described using twelve attributes, six of which were mental (e.g., the hamster is
afraid of the lab intern; the hamster vividly remembers his hamster sister), and six
of which were physical in nature (e.g., the hamster has a limp; the hamster has a
complicated brain tumor). Participants were then asked to imagine that the dupli-
cation procedure was conducted, and were asked about how much they thought the
twelve attributes (still) applied to both the original and duplicate hamster. Results
indicated that while most adults considered the physical properties of the duplicate
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hamster to have remained more or less unchanged (including the presence of a brain
tumor), they considered it to have lost certain mental states during the procedure,
such as memories and acquired knowledge structures. In other words, despite
having an identical brain, participants ascribed to the duplicate hamster vastly
different mental states as compared to the original. They thus revealed an intuitive
inclination to differentiate mental states from physical properties, that is, a dualistic
view on minds and bodies.

Importantly, this effect was more pronounced under conditions of heightened
cognitive load. Cognitive load refers to the amount of cognitive resources that are
being used by the working memory at any given time (Sweller, 1988). It is thus
equatable with the level of mental effort a person exerts. As cognitive resources are
limited, the more people are under cognitive load, the less resources are available
for controlled mental tasks that need to be performed simultaneously (Sweller,
1988). Thus, by putting people under cognitive load—for example, by having them
remember a complicated string of random letters while working on a task—one can
lower the amount of available cognitive resources and thereby indirectly promote
the use of automatic (or default) mental processes, which do not require these
resources. In our study, participants who were put under cognitive load indicated
greater levels of intuitive mind–body dualism than did participants whose resources
had not been taxed. One way to interpret these results is that the intuitive mind–
body dualism that most participants revealed can be considered a cognitive default,
which we all share to some extent. The data suggest that we need cognitive
resources in order to deliberately override these natural intuitions. Once these
resources are strained, intuitive dualism increases.

Similarly supporting this notion, intuitive mind–body dualism increased when
participants were procedurally primed with an intuitive thinking style prior to
working on the thought experiment. That is, participants were experimentally
manipulated to rely more on their (automatic) intuitions—or their
(resource-demanding) analytic thinking, respectively—when responding to the task,
by having them recall an instance in the past in which they relied on their intuition
to solve a problem. Recall of such a thinking style is believed to carry over to
subsequent tasks (Gervais & Norenzayan, 2012). Again, participants who relied on
their intuitions revealed greater levels of intuitive mind–body dualism than did
participants who relied on analytical thinking.

This cognitive default seems to manifest at rather early stages in human
development. In a study by Bering and Bjorklund (2004), for example, children
were told a story about a mouse that was eaten by a scrupulous alligator. Then,
these children were asked about their opinion with regard to the continuing psy-
chological functioning of the dead mouse. In line with a dualistic view on minds
and bodies, the children were more likely to ascribe to the dead mouse continuing
emotional, epistemic and desire states (e.g., the mouse can still love its mother) than
(psycho)biological and perceptual states (e.g., the mouse cannot feel hunger
anymore).

For children, the mere fact that the dead mouse does not have a brain is no
reason to assume a lack of certain important mental states. In fact, it seems that even
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rudimentary knowledge about the brain is not sufficient to override early dualistic
intuitions. While 3–5 year-old children already understand that a brain is needed for
thinking, planning, and remembering things, they tend to regard it as a tool that is
utilized to perform these operations (Johnson & Wellman, 1982). Consequently,
they still do not consider the brain a necessity for performing simple actions such as
brushing one’s teeth or walking down a street. Similarly, most children of that age
do not believe that a brain is necessary for pretending to be kangaroo or a tree, but,
for example, for deciding prior to the act on how to perform these imitations
(Lillard, 1996).

While by kindergarten age, children know that individual body parts have cer-
tain functions, the knowledge that the brain itself is entirely responsible for per-
ception, cognition, and behavior is only gradually acquired over the course of a few
years (Johnson, 1990), presumably via exposure to culturally shared explicit
knowledge about how the human body operates (Marshall & Comalli, 2012). This
developmental process was, for instance, investigated using (fictitious) brain
transplant studies, in which children of different age groups were asked about what
they thought would happen if a brain of one animal was replaced with the brain of
another animal (Gottfried, Gelman, & Schultz, 1999). Older children and adults
understood that the brain “contained” thoughts and feelings, and that these states
would thus transfer to the new host. 5-year olds, however, knew that having a brain
is a requirement for performing mental tasks such as thinking and remembering, but
believed that any brain would suffice to give rise to cognitions and memories that
matched the specific animal’s category membership. That is, these children had
essentialist assumptions about the animals, in that they spontaneously made
inferences about internal features and non-visible functions (such as mental states)
purely based on the category membership (Gelman, 2004). As stated by one of the
children, a horse that is equipped with a cow’s brain thinks about running fast (as
opposed to giving milk) because “it has a brain now” (Gottfried et al., 1999). In
other words, younger children treated mental states to be something that cannot be
equated with the brain, even after they learned that a brain is factually responsible
for thinking and feeling. This further supports the idea that a dualistic view on mind
and body is a cognitive default that is already present in young children, and that is
only later replaced (or rather suppressed) by more elaborate explicit knowledge
about the brain and its relation to mental states.

Mind–Body Dualism as a Consequence of Theory of Mind Development

But where does this intuitive conception of others’ minds being independent of their
brains or bodies come from? As some argue, the intuitive dualism that we all seem
to share can be conceived of as a side effect of a collection of basic cognitive
processes that are often collectively referred to as a Theory of Mind (Bering, 2006;
Bloom, 2004). A Theory of Mind refers to our ability to understand that others have
mental states—including emotions, knowledge, and memories—that can be
incongruent with our own, as well as to our ability to make use of this insight by
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applying it to our interpretations and predictions of others’ behavior (Premack &
Woodruff, 1978; Wellman, Cross, & Watson, 2001). While this ability undoubtedly
constituted an important evolutionary advantage—after all, knowing what someone
else is up to can be crucial for survival—it may also have inadvertently enabled the
formation of dualistic beliefs (Bering, 2006, 2011; Povinelli & Bering, 2002).

More precisely, in order to be able to better predict what is happening in their
surroundings, all humans possess some sort of pre-built-in agency-detection device
(Guthrie, 1993), and readily ascribe intentions, goals, and desires to other human
beings. These processes are such a fundamental part of our cognitive architecture
that we even ascribe the same mental faculties to self-propelled, nonhuman entities,
such as simple shapes on a computer screen (Gergely & Csibra, 2003) or moving
triangles (Heider & Simmel, 1944). Even infants are already able to distinguish
between intentional and nonintentional movement (Woodward, 1998, 1999), and
are able to identify and imitate goal-relevant aspects of complete or even incom-
plete actions performed by human agents (Hamlin, Hallinan, & Woodward, 2008).
At twelve months of age, children take what Dennett (1971) refers to as the in-
tentional stance. They clearly represent an agent’s goals, intentions, and desires,
and can distinguish between rational and irrational means to reach these goals
(Gergely, Nádasdy, Csibra, & Bíró, 1995).

In order to be able to do this, humans necessarily have to make inferences about
mental processes that are inaccessible to them, and that they cannot directly per-
ceive with their senses. That is, while others show observable behavior, we know
that we can only speculate about the covert mental states (goals, intentions, etc.)
that caused this behavior. While we see how others behave, and hear what they say,
we can only assume what goes on in the enigmatic mind that must be in charge of
these actions. Consequently, the development of a Theory of Mind may inadver-
tently promote the development of two different modes of construal: one exclu-
sively dealing with the physical (i.e., observable), the other with the social (i.e.,
unobservable) world (Bloom, 2004). It may lead us to think of the mental and the
physical as two separate realms, and thereby foster the development of intuitive
beliefs in mind–body dualism.

This conceptual differentiation between social and nonsocial entities can already
be observed in infants (e.g., Legerstee, 1992). In a study by Kuhlmeier, Bloom, and
Wynn (2004), the authors employed an expectation-violation paradigm to investi-
gate whether or not 5-month-old-infants perceive humans as material objects. To do
so, they analyzed looking times of infants—a proxy for expectation-violation with
longer looking times indicating greater confusion about the situation they just
witnessed—after they saw either a physical object or a human being move in a
manner not compatible with the laws of physics. Specifically, the infants were
seated in front of a screen with three slits, through which the rest of the room could
be observed. When an object that moved behind the screen initially appeared
behind the first and then behind the third slit—skipping the second—the infants
were clearly surprised, revealing a seemingly innate “naïve theory of physics”
(Spelke, 1991). When a human being moved in this pattern (realized with the help
of twin experimenters), the infants reacted less surprised. While they do not

188 M. Forstmann and P. Burgmer



constitute direct manifestations of dualistic belief, these results suggest that from
early on in their lives, humans draw a clear distinction between animate and
inanimate objects. That is, they use two modes of construal for physical objects
with and without minds, with different rules applying to each. The mere fact that
infants already make a mind/no-mind distinction reveals how fundamental this
differentiation is for us, and how we are hardwired to think of the mental as
somehow different from the physical world.

Thus, it seems that our natural tendency to differentiate others’ unobservable
minds from their observable bodies, a key element in mental state inference and an
evolutionary necessity, lays the foundation for intuitive dualistic beliefs. It allows
us to accept the aforementioned concepts of possessed dolls or talking sofas, as we
treat mental live as something that is just not part of the physical world that we
perceive with our senses. Supporting this notion, our own work suggests that both
belief in mind–body dualism and mental state inference (that is, perceptual and
conceptual perspective-taking), are two closely interrelated constructs (Burgmer,
Forstmann, Todd, & Mussweiler, 2016). Specifically, participants whose explicit
beliefs in mind–body dualism were experimentally strengthened (vs. weakened) by
reading a short vignette text describing the philosophical position of mind–body
dualism (vs. a text about materialistic monism) (cf. Forstmann, Burgmer, &
Mussweiler, 2012) were more likely to spontaneously adopt another person’s visual
vantage point when determining the spatial location of an object. Specifically,
participants were presented with a photograph of a person standing in front of a
table, facing the camera, with a book lying on one side of the table. Participants
answered various questions with regard to the content and properties of the pho-
tograph (e.g., quality of the photograph), among them a critical item asking on
which side of the table the book was. This item can either be answered in
self-oriented or in other-oriented fashion. Our results indicate that participants in the
dualism condition were more likely to give other-oriented responses by adapting the
visual perspective of the person in the picture, while participants in the physicalism
condition tended to give self-oriented responses by indicating the location of the
book from their own vantage point.

Further, participants who read about mind–body dualism were more likely to
overcome their egocentric bias in a false belief reasoning task—a task that assesses
people’s appreciation that others may hold false beliefs about reality which deviate
from their own. In this paradigm, participants are told a story about a girl named
Vicki who puts her violin in one of four boxes before going out to play. In her
absence, her sister moves the violin to a different box—a fact that Vicki is unaware
of. Upon her return, she wants to continue playing her instrument. Participants are
then asked to indicate for each of the four boxes how likely it is that Vicki will look
for her instrument there first. Importantly, they need to suppress their own privi-
leged knowledge (i.e., that the violin is now in a different location) in order to
estimate that Vicki will first look for the instrument in the box in which she put the
violin earlier. Overcoming such an egocentric “curse of knowledge” is an indicator
of successfully taking other people’s perspectives (Birch & Bloom, 2007). Our
findings thus indicate that dualism helps people suppress their own privileged
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knowledge about a situation when inferring the mental content of another individual
(Birch & Bloom, 2007; Wimmer & Perner, 1983). In line with the argument out-
lined above, we further found that this effect can indeed partially be explained by
participants’ perceived necessity to infer mental states in others, which was
heightened for people whose dualistic beliefs had been strengthened by our
experimental manipulation. In other words, mind–body dualism increased partici-
pants’ awareness about the fact that mental content of others needs to be inferred—
that one needs to look beyond what can be seen—which ultimately increased their
inclination to engage in perspective-taking.

Dualistic Views on Our Own Mind

Our intuitions about mind–body relations obviously do not solely concern the
minds and bodies of others, but also our own. We also do not perceive ourselves to
be a bundle of firing neurons, or an accumulation of electrical signals in a lump of
protein. Rather, we feel as if our mind has a distinct quality (the aforementioned
qualia) and occupies our physical body, like a vessel, and that we only use this
vessel to navigate the material world (Bloom, 2004). We do not feel as if we are
“machines made of meat” (Bloom, 2004), but rather as if our self resides at a certain
location within our head. In fact, it seems as if lay people intuitively invoke the
metaphor of the eyes as the window to the soul: when asked about which of various
drawn objects was closest to a person displayed, children and adults tended to
choose the object that was closest to the eyes of the person even though all objects
were equally far away from some part of the person’s body (Starmans & Bloom,
2012).

In our experience, we are intentional agents possessing free will, and we per-
ceive our mind to be the source of this freedom. As Preston, Grey, and Wegner
(2006) put it, we have a “compelling feeling of personal causation that accompanies
almost every action we take, and suggests that an immaterial self is in charge of the
physical body” (p. 482). The phenomenological experience of free will poses a stark
contrast to the physicalistic view on minds and bodies that only truly allows for a
deterministic worldview (Nahmias, Shepard, & Reuter, 2014). If everything we
experience is completely explained by neurochemistry, where could free will come
into play?

And not only do we feel free and in charge of what our physical body does at
any given point in time, our mind also feels like it extends beyond the here and
now. It enables us to imagine counterfactual scenarios, fantasize about far-away
places, dream up impossible objects, or remember better times (e.g., Smallwood &
Schooler, 2006). In these instances, we have the phenomenological experience of
“seeing” and “hearing” things in our head that are not the result of any sensory
input we receive from the outside. Similar to Descartes’ (1641/1984) description,
our mind feels temporally and spatially unrestricted, and our mental life feels
fundamentally different from our immediate perception.
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As with our intuition about others’ minds and bodies, this subjective experience
of mind–body dualism seems likewise to be rooted in our basic cognitive archi-
tecture. When we develop a Theory of Mind, it not only means that we understand
that others have minds that we need to infer to understand their view of the world, it
also means that we know that our own mental states are similarly inaccessible to the
outside world, thereby constituting an individual realm on their own.

Developmental research points toward the notion that children know from rather
early on in their lives that their mental states are accessible only to themselves, for
example when they pretend to be in pain (Antony, 2006), or when they intentionally
deceive others (Hala, Chandler, & Fritz, 1991; Wimmer & Perner, 1983). Deception
requires the insight that one’s mind is private and that others are not aware of the
actual knowledge one possesses. Thus, children’s ability to use deception can be
understood as a marker for their Theory of Mind development, as it reveals a
strategic use of knowledge about others’ diverging mental states (Hala et al., 1991).
When it comes to their own minds, young children reveal an ontological distinction
between their own subjective experience and the external world rather early in their
development. For example, 4-year-old children know that dreams are fictional, that
they are the only ones subjectively experiencing them, and that the content of their
dreams is non-perceptible to others (Woolley & Wellman, 1992). Yet, they also
know that objects imagined in waking hours are immaterial and similarly only
perceptible to themselves (Wellman & Estes, 1986; Estes, 1994). They already
understand that thought-about objects are not factually inside their head, whereas
they know that swallowed objects are indeed resting inside their bodies (Watson,
Gelman, & Wellman, 1998).

Wellman and Estes (1994) explored children’s ontological distinction between
their mind and the external world in more detail. According to the authors, physical
objects and mentally represented objects primarily differ on four critical dimen-
sions. The behavioral-sensory dimension, that is, whether an entity can be touched,
seen, or acted upon; the public-existence dimension, that is, whether others can
similarly perceive and act upon this entity; the consistent-existence dimension, that
is, whether the entity persists over time; and the realism dimension, that is, whether
the entity has to adhere to certain laws of physics. Wellman and Estes found that
3-year olds are able to clearly distinguish physically existing from imagined objects
on all four dimensions. They understand that imagined objects cannot be touched,
are only perceived by themselves, only exist while they think about them, and do
not have to be realistic. Children of this age also engage in a rudimentary form of
introspection, in that they reflect on and discuss mental imagery (Estes, 1994).
Combined, these results indicate that a subjective phenomenological distinction
between one’s mind and body develops at rather early stages of human develop-
ment. Such intuitions contribute to a perceived separateness of one’s mind and
body, thereby contributing to the formation of intuitive self-oriented dualistic
beliefs.
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Bodily Self-awareness and Dissociation

In addition to the ontological distinction between mental imagery and physical
reality, an intuitive belief in mind–body dualism may critically depend upon one’s
perceived relationship with one’s body, be it a feeling of dissociation or association.
One the one hand, we frequently makes certain experiences that foster a perceived
dissociation from our body. As outlined above, in cases of dreaming or
mind-wandering (Smallwood & Schooler, 2006), our phenomenological experience
is dissociated from our sensory experience. Further, we experience instances in
which we feel to be “in charge” of our body. We possess the ability to mentally
suppress undesired psycho-physiological states such as pain, hunger, or fear (e.g.,
Gross, 1998), and are able to calm our body down, for instance by shifting our
attention or by engaging in mental relaxation. On the other hand, we also make
experiences that strengthen the perception of being our body rather than of just
occupying it: for example, we may experience immediate effects of ingesting drugs
or medication on our mental life (e.g., DeWall et al., 2010). Drinking a bottle of
wine, technically a strictly physical act involving the mere locomotion of a liquid,
has almost immediate effects on our subjective phenomenological experience of the
world. Many of us also notice when bodily states such as hunger or tiredness alter
our mood in a negative manner (e.g., Stucke & Baumeister, 2006), when sleep
deprivation inhibits our performance (Pilcher & Huffcutt, 1996), or when bodily
fatigue affects our self-regulation abilities (Nilsson et al., 2005). These are all cases
in which the association between body and mind is made especially salient. It is
well conceivable that this salience may situationally counter our default dualistic
intuitions.

In other words, intuitive belief in self-oriented mind–body dualism is likely to be
heavily affected by situational factors related to bodily self-awareness—or the
corresponding salience of the connection between our mind and our body. Bodily
self-awareness is theorized to primarily comprise two subcomponents: body own-
ership, that is, the experience of owning a body, and self-location, that is, the
experience of being a body with a given location in space and time (Serino et al.,
2013). Especially, the latter seems to be crucial for our intuitions about mind–body
relations. This aspect of self-awareness is tightly linked to the perception of one’s
own bodily states: experiments show that people’s perceived self-location can be
shifted toward the location of a virtual body by disintegrating somatosensory (i.e.,
proprioceptive and tactile) and visual stimulation (Ionta et al., 2011; Lenggenhager,
Tadi, Metzinger, & Blanke, 2007). Put differently, we seem to use our own bodily
states in combination with visual cues as information about where our self is located
and which physical entities (such as body parts) we include in our self. For
example, by simultaneously applying haptic stimulation to real and artificial limbs
(“rubber hand illusion”; see Botvinick & Cohen, 1998), it is possible to induce the
perception of having a third arm (Guterstam, Petkova, & Ehrsson, 2011).
Additionally, by artificially altering participants’ visual perception in a way that
makes them look at their own bodies from an observer perspective, it is even
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possible to induce out-of-body experiences, that is, states of complete dissociation
from any form of physical body (Ehrsson, 2007). Therefore, it is reasonable to
assume that certain associative and dissociative experiences we make on a daily
basis may strengthen or weaken the degree to which we incorporate our body in our
self.

The phenomenon of self-location can be neurologically mapped to a brain region
referred to as the temporal–parietal junction (Serino et al., 2013), a region that
(among others) was similarly found to play a key role in perspective-taking and
Theory of Mind (e.g., Saxe & Kanwisher, 2003). Cortical activation in these areas
was further linked to dissociative states (e.g., Simeon, Guralnik, Schmeidler, Sirof,
& Knutelska, 2001) and the aforementioned out-of-body experiences, that is, dis-
turbed own-body perceptions (Blanke & Arzy, 2005; Pavani, Spence, & Driver,
2000). In fact, a study found that participants who reported frequent out-of-body
experiences also performed better in a mental rotation task that required taking an
exocentric perspective than did participants who did not report such experiences
(Blackmore, 1987). This finding illustrates once more the intimate connection
between certain dualistic experiences and perspective-taking. In conclusion, mental
state inference, bodily self-perception, and therefore intuitive mind–body dualism
seem to share certain neurological underpinnings. It seems as if the same brain
regions responsible for reasoning about other people’s minds (which involves
dissociating oneself from one’s own perspective) are involved in dissociating one’s
own mind from one’s body, once more hinting at a close relationship between
intuitive mind–body dualism and mental state inference.

To conclude, certain fundamental cognitive and perceptual processes that all
humans are naturally equipped with are likely to contribute to both self- and
other-oriented intuitive mind–body dualism. These processes—most likely associ-
ated with cortical activation in the temporal parietal junction in the human brain—
concern perspective-taking or Theory of Mind on the one side, and bodily
self-awareness or self-localization the other side (see Fig. 1).

Explicit Beliefs in Mind–Body Dualism

Considering that our intuitions about minds and bodies are assumed to be a function
of basic human cognitive and perceptual processes (i.e., a Theory of Mind, bodily
self-awareness) and common human experiences (e.g., mind-wandering, day-
dreaming), it is no wonder that explicit belief systems based on these intuitions can
be found in virtually all human cultures throughout history (e.g., Chudek,
McNamara, Birch, Bloom, & Heinrich, 2013; Cohen, 2007; Roazzi, Nyhof, &
Johnson, 2013; Slingerland & Chudek, 2011).

Such explicit belief systems can, of course, be strictly philosophical positions on
the mind–body problem. Mostly, however, they revolve around the proposed
existence of a soul-like construct or another exclusively human property that
survives bodily death (Bering, 2006; Boyer, 2001; see Anglin, 2014, for
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lay-perceptions of souls vs. minds) or the existence of body-less minds that interact
with the physical world. In fact, dualistic beliefs seem to be one of the prerequisites
for the development of many elaborate supernatural beliefs, such as in a life after
death (a mind without a body in the spiritual world), evil spirits or ghosts (a mind
without a body in the physical world), or in reincarnation (a mind in a new body in
the physical world) (e.g., Antony, 2006; Boyer, 2001; Bering, 2006; Bloom, 2007;
Uhlmann et al., 2008). All of these beliefs require an individual to entertain the
notion that mental states can somehow survive the death of a physical body, and
therefore rely on endorsing the view that mental life is not fully explained by
physical processes. Thus, considering that all humans seem to be natural-born
dualists (Bloom, 2004), many scholars consider mind–body dualism one of the
fundamental building blocks of more complex beliefs such as in gods and spirits,
and ultimately for religious belief as a whole (Bloom, 2007). In other words,
regardless of cultural background or educational influence, our tendency to view
mind and body as distinct should produce similar belief systems in any given
society. For one, a natural belief in minds that can exist without bodies (or non-
human bodies), paired with our hard-wired hyperactive agency-detection and
promiscuous teleology (Kelemen, 2004), should inadvertently lead to the formation
of beliefs in gods or spirits (Bloom, 2007; Uhlmann et al., 2008). Additionally, in
synergy with our inability to imagine the nonexistence of ourselves and others,
motivational factors triggered by existential anxiety, as well as our constant search
for meaning and purpose, a dualistic view on mind and body should also univer-
sally promote the formation of beliefs in some sort of afterlife (Bering, 2006;
Uhlmann et al., 2008).

Supporting the theory that mind–body dualism and perspective-taking are deeply
interlinked constructs and that mind–body dualism can be considered a prerequisite
for religiosity, research found that mentalizing deficits—difficulties in acknowl-
edging others’ diverging mental content, as encountered, for example, in autism
spectrum disorders (Frith & Happé, 1994)—are indeed associated with attenuated
religious belief (Norenzayan, Gervais, & Trzesniewski, 2012). In one of the more
complex studies on this topic thus far, Willard and Norenzayan (2013) investigated
the relationship between the previously discussed psychological biases related to
mind–body dualism in more detail, analyzing how strongly they predict supernat-
ural and god beliefs. Consistently, self-reported explicit belief in mind–body
dualism was the best predictor for both types of belief, with mind–body dualism,
perspective-taking, teleology, and anthropomorphism revealing the expected posi-
tive intercorrelations. Similar results have been reported by Riekki, Lindeman, and
Lipsanen (2013), who found that both strong dualistic and emergentistic beliefs
predicted religious belief.

Recent work by Heflick, Goldenberg, Hart, and Kamp (2015) provided further
empirical support for the proposition that mind–body dualism and afterlife beliefs
are indeed related: afterlife beliefs were significantly heightened for participants
under mortality salience—that is, after the inevitability of their death was made
salient to them, typically causing existential anxiety (Greenberg et al., 1990)—but
only when prompted to think of their selves as nonphysical in nature. Similarly,
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work by Preston, Ritter, and Hepler (2013) found that rendering neurological
explanations for the mind accessible decreased participants’ belief in souls. Yet, if
explanatory gaps in neuroscience were made salient, belief in souls increased, once
more indicating that a default belief in dualism is indeed only suppressed by
acquired scientific knowledge and is readily revived when opportunity arises.

As stated in the beginning of this section, the exact manifestations of explicit
dualistic beliefs vary across cultures and times. While the concept of a soul in
Abrahamic religions includes all human mental faculties (that is, one retains one’s
memories, emotions, and personality traits in the afterlife), Buddhist or Hindu
reincarnation beliefs emphasize that one has no memories of one’s former lives and
only carries over a certain self-defining essence related to core personality traits
(Smith, 1991). Other belief systems, such as animistic beliefs that are found in some
indigenous tribal societies, include manifestations of dualistic beliefs that do not
necessarily revolve around bodily death. Considered by Tyler (1871) to constitute
the foundation of all religious belief, animism involves the attribution of a spiritual
essence or a soul to nonhuman entities such as animals, rivers, trees, the wind, or
fire. As another example for indigenous beliefs that are based on dualistic concepts,
some Navajo believe in yee naaldlooshii [skin-walkers]—individuals who possess
supernatural powers, including the ability to assume the physical form of another
human or animal at will, without changing key elements of their mostly negative
personality (Kluckhohn, 1944).

On the other hand, since the advent of secularization and advancements in
neuroscience and related natural sciences, more and more people in Western
societies reject the concept of an immortal soul (Lindeman, Riekki, &
Svedholm-Häkkinen, 2015), deny that mind and body are entirely independent
entities (Ahn, Proctor, & Flanagan, 2009; Proctor, 2008), and have a slight ten-
dency to agree with strictly physicalistic (i.e., materialistic monist) rather than
dualistic statements (Hook & Farah, 2013). However, as research has shown that
naïve implicit theories can in fact coexist with acquired scientific knowledge
(Shtulman & Valcarcel, 2012), an explicit endorsement of physicalism must not
necessarily mean that intuitions regarding mind–body relations match this direction.
It’s possible to imagine both a person who believes in a soul, yet has a strong
feeling of being his or her body, and a person who explicitly believes that the mind
is what the brain does, while feeling rather dissociated from his or her body.
Although research on the interrelatedness between intuitive and explicit beliefs in
mind––body dualism is scare, some of our research found that both concepts might
be positively, yet moderately related (Forstmann & Burgmer, 2015). Specifically,
we found that the degree to which participants considered a physically duplicated
hamster to have different mental states than its original counterpart positively
correlated with an explicit measure of dualistic belief, in which participants used a
pictorial item to indicate how they view the overlap between one’s mind and body.
This association is further confirmed by our aforementioned work on mind-body
dualism and perspective-taking: people’s tendency to engage in mental-state
inference was affected by our manipulation of explicit beliefs in dualism, yet also
correlated with a thought-experiment measure of intuitive dualistic beliefs
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(Burgmer et al., 2016). In sum, previous work suggests that explicit and implicit
beliefs in mind–body dualism are empirically related, yet conceptually distinct
constructs of interest.

This theorizing can also help explain the phenomenon that philosopher Daniel
Dennett refers to as the lay theory of a Cartesian Theater (Dennett, 1991). People in
scientifically advanced societies oftentimes have a rather elaborate understanding of
how the physical world interacts with the human organism. We all are taught in
school how sound waves travel through the air into our ears, light sources emit
photons that hit our retinas, and haptic sensations are caused by stimulation of nerve
cells in our skin. Further, we all know that these inputs are translated into electric
signals that travel along neural pathways all the way up into our brains where they
are being processed. But what happens then? In the perception of many people, all
these signals that have been processed, analyzed, and rearranged, ultimately arrive
at some single point in the brain, where everything is collected and where then
consciousness “happens”. That is, in this lay perception, although they acknowl-
edge the fact that the brain is an important processor and analyzer of information,
people believe that their selves reside at a certain single location in the brain where
all information is subjectively “perceived” (i.e., the Cartesian theater), as if there
were a small homunculus sitting there enthroned, who is presented what the eyes
see and what the ears hear, and who is in charge of controlling everything.

However, scientists know now that this idea, although appealing, is a funda-
mental misconception, and that a Cartesian theater is in fact not really needed to
explain our minds (e.g., Dennett & Kinsbourne, 1992). What we consider to be our
self or consciousness is merely the sum of all the aforementioned processing and
analyzing that the brain undertakes. The idea of a spatiotemporally unified self that
can be located at a single point in the brain is in itself a modern form of mind–body
dualism. In fact, Descartes himself assumed the soul to be connected to the pineal
gland, which is—rather conveniently—located right in the center of the brain. This
shows that even though people may explicitly subscribe to the idea that the mind is
nothing more than neural activity, the previously discussed psychological biases
and subjective experiences people make may lead them to intuitively continue to
endorse a certain form of Cartesian mind–body dualism.

Consequences of Belief in Mind–Body Dualism

Finally, what implications does it have whether or not people explicitly endorse a
dualistic view on minds and bodies? Similar to other beliefs and lay theories, such
as beliefs in free will (e.g., Aarts & van den Bos, 2011; Alquist, Ainsworth, &
Baumeister, 2013; Vohs & Schooler, 2008), beliefs in a just world (e.g., Callan,
et al., 2009; Lerner, 1980) or beliefs in the malleability of personality traits
(e.g., Dweck & Leggett, 1988; Molden & Dweck, 2006), beliefs in mind–body
dualism can be assumed to have profound effects on people’s cognitions, emotions,
and behaviors. While there is plenty of research on the effects of religious belief
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(e.g., Shariff, Willard, Andersen, & Norenzayan, 2016), research into the isolated
effect of viewing mind and body as separate is still surprisingly scarce. Some of our
own recent experimental research revealed, for example, that dualistic beliefs are
inversely related to health-related attitudes and behaviors (Forstmann et al., 2012).
Participants whose dualistic beliefs were strengthened subsequently showed a
greater disregard for their own personal health, both in the domains of attitudes (i.e.,
attitudes toward engaging in physical exercise, etc.) and actual behaviors (e.g.,
actual food consumption). Specifically, participants who read about mind–body
dualism consumed more unhealthy food after participating in the experiment than
did participants who read about physicalism. A possible explanation for these
effects could be that a dualistic view on minds and bodies fosters the perception of
one’s own body as a mere vessel or a tool, the primary function of which is to move
the mind through space and to act as a sort of bridge between the mental and the
physical world. As humans generally tend to value minds over bodies—in that they
consider mentality to be the defining characteristic of a living human being (Gray,
Gray, & Wegner, 2007; Gray, Knickman, & Wegner, 2011)—the view that body
and mind are not one and the same may lead to people to engage more frequently in
behaviors that momentarily provide mental pleasure while ultimately causing
physical harm (e.g., consuming tasty, yet unhealthy food).

The negative relationship between dualistic beliefs and health behavior was
further validated in a set of correlational field studies. People who had their lunch at
a salad bar indicated a stronger belief in physicalism than did participants who had
their lunch at a fast food burger joint. The same was true for participants who went
shopping in a strictly organic (as opposed to “ordinary”) supermarket, and people
who decided to take the stairs rather than the escalator at a metro station (Burgmer
& Forstmann, 2016). Furthermore, in these studies, we were able to isolate a
specific aspect of dualistic belief that seems to be responsible for the detrimental
effects of dualism on health-related attitudes and behaviors. Particularly, partici-
pants who endorsed a dualistic view on mind–body relations were less likely to
believe that bodily states influence mental well-being. This belief, in turn, was
negatively related to people’s inclination to entertain health-sustaining attitudes or
behaviors (Burgmer & Forstmann, 2016).

On the other hand, dissociating one’s mind from one’s body may also have
potentially beneficial effects when dealing with traumatic experiences in which the
body is subjected to harm. According to earlier literature, dissociation of mind and
body can be “a defense often mobilized against the pain and helplessness engen-
dered by traumatic experiences such as rape, incest, and combat. […] It dissociates
consciousness from the immediate experience of painful events: physical pain, fear,
anxiety, helplessness” (Spiegel, 1986, pp. 123–124). Following a similar sentiment,
newer clinical research suggests that dissociation from one’s body might indeed be
a common defense mechanism in traumatic experiences: studies found that about
6% of the general population report a high number of dissociative experiences, with
exceptionally higher levels among people with a history of childhood physical (and
to a lesser extent sexual) abuse (Mulder, Beautrais, Joyce, & Fergusson, 1998), as
well as a greater prevalence of dissociative symptoms in clinical patients with
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childhood interpersonal trauma (Chu & Dill, 1990; Simeon et al., 2001). Further,
some people report instances of dissociation “in which [their] self identity [became]
detached from bodily sensation”(p. 460) while undergoing near-death experiences
(Greyson, 2000), or show signs of depersonalization (a form of dissociation) in
life-threatening situations (Noyes & Kletti, 1977). Thus, our intuitive mind–body
dualism may be situationally strengthened to defend against harmful physical
experiences, even to an extent that later manifests in chronic dissociative mental
illness.

Another line of research by Thomas and Wardle (2014) found that aging can
trigger a conflict between people’s still active minds and their weakening bodies,
leading to a “defensive” increase in mind–body dualism with age. Highlighting the
biopsychological effects the body can have on the mind, on the other hand, was
found to promote a healthier lifestyle among older participants, who were eager to
protect their minds as good as they can. Similarly related to the domain of health
behavior, it was argued that a belief in mind–body dualism may increase stigma
regarding mental health issues: framing the mind as independent from the body may
attenuate the perception of mental disorders being a function of neurochemistry
(Lebowitz, 2014; Miresco & Kirmayer, 2006). Thereby, responsibility for the
condition may potentially be attributed to the patient, and a nonbiological view on
mental disorders may promote prognostic pessimism. An empirical investigation by
Kim, Ahn, Johnson, and Knobe (2016) found that lay theories about the origin of
mental disorders indeed have profound real-life consequences: clinicians perceived
mental disorders to be more biologically and less psychologically based when they
were described in an abstract manner (i.e., by describing behavioral symptoms), and
considered medication to be more effective in these cases, suggesting that a clini-
cian’s view on minds and bodies may even affect the way he or she applies medical
treatment.

Open Questions and Future Directions

Outside the domain of health behavior and religion, a belief in mind–body dualism
may have effects on other common-sense beliefs or lay theories people hold about
the world, either related to associated philosophical or psychological constructs. As
stated earlier, a belief in mind–body dualism is presumably closely related to belief
in free will. People seem to have a “transcendence vision” when it comes to how
they explain the mind, in that they think people make decisions based on the mental
states, yet do not consider mental states causes of these decisions (Knobe, 2014). In
line with the idea of a Cartesian Theater, they view the self as something that
“transcends all the states and processes within the mind, […] the whole causal
order” (p. 70), a dualistic view on mind and body that seems necessary for a belief
in true free will. Not surprisingly, past research found substantial correlations
between belief in mind–body dualism and free will (Nadelhoffer, Shepard, Nahmias,
Sripada, & Ross, 2014). Causal evidence for this relation, however, is still lacking.
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This causal evidence could help shed more light on the intimate relation between
different metaphysical beliefs related to the philosophy of mind and further
underline the important role that mind–body dualism plays as a potential root of
some of these more sophisticated beliefs.

On a more psychological level, other beliefs and lay theories could be similarly
affected by how much people dissociate their mind and body: one of these beliefs
that pertain to people’s psychological workings is the belief in whether or not
willpower is a limited resource. If people consider the mind to be independent of
the body, they might consequently assume that bodily fatigue or other physiological
states do not impact self-regulation capacities (a mental phenomenon) to the same
extent as do people who feel a strong association between their mind and body. In
other words, people who dissociate their mind from their body may believe to a
lesser extent that the body affects the mind, and thereby adjust their belief in the
limitedness of willpower accordingly. As past research points out, this shift in belief
may even affect the de facto availability of self-regulation resources (Job, this
volume; Job et al., 2010). Evidence for this link would provide additional support
for the fact that even abstract metaphysical beliefs such as in mind–body dualism
can alter fundamental and well-established psychological processes such as
self-regulation.

With regard to the intuitive dualistic beliefs we discussed earlier, mind–body
dualism may be causally related to other processes that are associated with the two
processes we believe to be responsible for our dualistic intuitions, namely
mental-state inference and bodily self-awareness. If dualists intuitively perceive a
mind to be something that is separate from a body, they may take bodily displays of
others less into consideration when they engage in perspective-taking, that is, when
inferring their mental life. One could say, they might consider others’ bodily states
to be less diagnostic of what is really going on in their mind. For example, a dualist
may take another person’s body language or posture less into account when
determining whether or not this person is telling a lie, whereas a physicalist (who
believes in the unity of mind and body) may see the body as a “mirror” of the mind,
and thus more strongly base his or her judgment on this observable information.

Conversely, the severed link between body and mind may lead dualists to take
their own bodily states less into account when assessing how they themselves feel.
This could as a consequence lower introspection accuracy, that is, it could nega-
tively affect the degree to which the person is sensitive to aversive or pleasant
bodily states. Thus, dualistic beliefs may in theory affect the very association we
feel with our own bodies, thereby having a bearing on one of the most fundamental
aspects of human self-perception.

Yet, a belief in the separation of one’s own mind and body may not just affect
the perception of one’s body, but may also affect meta-perceptions of one’s mind.
For example, the view that mental states are separate from the physical world and
thereby inaccessible to anyone else may affect the degree to which people allow
themselves to have socially inappropriate thoughts. If a physicalist believes mind
and body to be one and the same, he or she may (nonconsciously) assume that
mental states are in some way displayed by their body and are thus perceptible to
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the outside world. Likewise, just as the use of deception is a marker for Theory of
Mind development in children, the intuitive belief that our knowledge is uniquely
accessible to ourselves—and not to others—may promote lying and deceptive
behavior in adults. After all, if a person’s true knowledge and feelings were separate
from the observable world, it would make it quite a lot more difficult to catch a lie.

On the other hand, if this belief in the inaccessibility of minds also extends to
other people, it may to a certain degree promote paranoid thinking patterns. For a
dualist, a belief in the inaccessibility of other minds may foster the idea that others
have goals and intentions that are different from what can be gathered from their
overt behavior. Interestingly, paranoid thinking was already causally linked to
mental-state inference (one of the presumed caused of dualistic thinking), in that it
can be described as a hyperawareness of other’s motives and intentions (Green &
Phillips, 2004). Thereby, research on metaphysical beliefs such as in mind–body
dualism may even extend to clinical research.

To conclude, future research will be needed to fully grasp the extent to which
our intuitions and explicit belief regarding mind–body relations affect our beliefs,
cognitions, emotions, and behavior. So far, little is known about which personality
traits predict dualistic beliefs, how exactly situational variables affect lay theories
on mind–body dualism, or whether there is more than two distinct kinds of belief in
mind–body relations (e.g., emergentism, idealism). With the field of experimental
philosophy of mind expected to continue growing over the next years, future
research promises to substantially advance our understanding of these and other
(philosophical) lay theories.
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Lay Theories of the Mind/Brain
Relationship and the Allure
of Neuroscience

Diego Fernandez-Duque

Allure: the quality of being powerfully and mysteriously
attractive or fascinating.

The ‘90s were declared the Decade of the Brain by United States’ President
George H. W. Bush, who at the time of his proclamation reflected that “the human
brain, a 3-pound mass of interwoven nerve cells that controls our activity, is one of
the most magnificent and mysterious wonders of creation. The seat of human
intelligence, interpreter of senses, and controller of movement, this incredible organ
continues to intrigue scientists and layman alike” (Library of Congress’ Website,
https://www.loc.gov/loc/brain/). Upon reading those sentences, it is hard not to feel
some amount of sympathy for the author, as he struggles to find the words to best
describe the relation between brain and mind. Absent from the proclamation are the
attributes we most often think of as uniquely human: a notion of self, rational
thought, language, free will. Similarly, no reference is made about cognition,
consciousness, emotion, or the mind. Instead, the president plays it safe, mentions
intelligence, focuses on the brain’s ability for sensation decoding and movement
control, and calls it a day.

In all fairness, most people probably could not have done much better.
Philosophers have been debating the mind/brain question for centuries. In the
1600s, Descartes proposed that humans were a combination of body and mind
(Descartes, 1984/1641). For Descartes, the body was part of the natural world and
as such it was bound by the laws of nature. But the mind, Descartes thought, was
capable of abilities that were uniquely human, including moral evaluation, appre-
ciation of beauty, and free will. Philosophers have come a long way since the days
of Descartes, and his substance dualism has run out of favor in most philosophical
circles. However, it is unclear where ordinary folk stand on the issue. Many reli-
gious beliefs that are popular across the globe, such as beliefs in the afterlife and in
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the existence of the soul, necessitate a dualist concept of mind/brain relation
(Bering & Bjorklund, 2004). Most people believe both in free will and moral
responsibility (Monroe & Malle, 2010; Nahmias, Morris, Nadelhoffer, & Turner,
2005), holding others responsible for actions only in situations where a choice to act
differently was available; the dualist view can easily accommodate such a per-
spective. On the other hand, the current explosion of research in neuroscience, with
descriptions in the popular media of brains doing things that minds were supposed
to do (Racine, Bar-Ilan, & Illes, 2005), has perhaps begun to challenge the beliefs
that ordinary people have inherited from Descartes. For researchers interested in
studying people’s common sense theories about brain and mind, the challenge
ahead is to find methods that faithfully capture those lay theories.

How to Study Lay Theory of Mind/Brain Relation?

Several approaches exist to probe lay theories of mind/brain, each of which has its
own sets of strengths and weaknesses. One option is to ask people directly about
their beliefs. This is sometimes done in the form of questionnaires probing different
variants of dualism (e.g., mind and body are qualitatively distinct), materialism
(mind and body are the same or fundamentally united), emergentism (mind and
brains are qualitatively different but interdependent), or some other form of—isms
(Demertzi et al., 2009; Stanovich, 1989). Questionnaires allow researchers to
explore possible associations with religious beliefs, and with other folk beliefs like
belief in the afterlife and belief in free will. Other times, researchers ask simple
questions—such as “do you need a brain to think?”—in order to assess people’s
common sense beliefs. An obvious strength of this approach is its face validity. If
we want to know what people think about X, asking them directly what they think
about X seems a sensible first step. But this approach risks running into problems if
people are inconsistent, both in the sense that their answers might differ depending
on how they are probed, and in the sense that their reflective answer might not align
with the set of background beliefs they regularly hold for judgments in everyday
life. Answers to questionnaires may also be susceptible to educational biases and
cultural influences. Depending on the research question, such variability may be
seen as a strength or a weakness.

To overcome these limitations, lay theory researchers sometimes probe partici-
pants’ knowledge in more indirect ways. Instead of asking people to reflect on the
nature of the mind/brain relation—a prospect overloaded with philosophical bag-
gage—people may be asked to entertain more mundane scenarios designed to assess
their beliefs. For example, they may be asked to consider a certain neurological
disease, as in the case of frontotemporal dementia, and predict its psychological
consequences (Strohminger & Nichols, 2015). They may be asked to assess how
much the brain contributes to various mental constructs, including personality traits,
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cognitive processes, and even the sense of self (Fernandez-Duque & Schwartz,
2016; Johnson &Wellman, 1982). By breaking the mind/brain problem into smaller
units, researchers aim to obtain a more exact assessment of people’s lay beliefs.

Finally, another approach is to probe mind/brain beliefs implicitly. In other
words, rather than asking people about the relation between mind and brain, one
could ask people to perform an ostensibly unrelated judgment that offers a window
into their lay beliefs. For example, one could ask participants to assess the quality of
an explanation of a psychological phenomenon, as a way to test whether the
presence of neuroscience information increases the perceived quality of the
explanation (it does; Fernandez-Duque, Evans, Christian, & Hodges, 2015;
Weisberg, Keil, Goodstein, Rawson, & Gray, 2008). Alternatively, one could ask
participants to assess the moral responsibility behind hypothetical moral trans-
gressions, as a way to test whether providing neuroscience information increases
deterministic explanations of behavior and reduces moral condemnation (it does;
Monterosso, Royzman, & Schwartz, 2005). In sum, this implicit approach uses
neuroscience information—that is, information about the brain—as the independent
variable to explore its influence on judgments of mental life. To the extent that
those influences are documented in research, they provide psychologists with
evidence (albeit of the indirect variety) that a connection exists between brain and
mind in people’s lay theories. Obviously, there is a big explanatory gap between
showing that a connection exists and providing a full description of such a relation.
This limitation notwithstanding, the study of the neuroscience allure has sparked
interest in its own right, due to its relevance for many disciplines, including mental
health, education, and law.

Overview of the Chapter

It is the last approach—the implicit assessment of beliefs about mind and brain—
that constitutes the bulk of this chapter. Particular emphasis is given to the allure of
neuroscience explanations. Next, I review the effect of neuroscience on judgments
of responsibility and free will, as studied in the fields of psychology and law. This is
followed by a review of folk beliefs on brain/mind/self, and a brief review of the
developmental literature on this issue. I conclude the chapter by pointing out the
importance of research on lay theories of mind/brain, arguing that different con-
ceptualizations of the mind/brain relation have profound implications for public
policy in mental health research and practice.

The Allure of Neuroscience: A Brief History

Over the last quarter century, our understanding of the mind and the brain have
undergone a revolution. At the center of those changes has been the development of
new neuroimaging techniques that have allowed scientists to create maps
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connecting mental processes to their putative neural substrates. The mapping pro-
cess is inferential and overwrought with statistical assumptions, but maps they are,
pictures of brain activity where years ago there was only mind. Importantly, many
of the new techniques are noninvasive, and therefore safe for use in humans. As a
consequence, those uniquely human capacities that so long fascinated Descartes
have, in the last two decades, become ripe for neuroscientific inquiry: the neural
mechanisms of creativity, rational thought, morality, language, and the self are no
longer out of bounds for scientific exploration.

The scientific advances of the last three decades have been accompanied by
increased attention from the media and increased fascination by the public. The
attention is deserved; cognitive neuroscience has provided great additional
explanatory power to the mechanisms that underlie psychological processes.
Sometimes, however, superfluous information is added that does not provide
additional insight. What happens then? Are people fooled by cognitive neuro-
science, or by the images we usually associate with it?

To start answering this question, McCabe and Castel (2008) had participants
read a one-page summary of a cognitive neuroscience finding written for the
popular press. This baseline condition was compared to experimental conditions in
which the same neuroscience information was accompanied by either a functional
MRI image or a bar chart. Participants rated the scientific reasoning most highly
when the neuroscience explanation was paired with the fMRI. McCabe and Castel
concluded that brain images conferred credibility to the neuroscience explanations.
However, subsequent studies have failed to replicate these findings, and the current
consensus in the field is that brain images have little to no effect on the perceived
quality of neuroscientific explanations. However, it remains a possibility that
neuroscience information—pictorial or text-based—might influence the perceived
quality of psychological explanations. We turn to that literature next.

Neuroscience Increases the Appeal of Psychological
Explanations

What happens when dubious references to brain mechanisms are brought up to
pseudo-explain a psychological phenomenon? In those instances, are audiences
more accepting of neuro-gibberish than of regular gibberish, and if so, why? To
start answering this question, Weisberg and collaborators asked participants to read
vignettes about well-established psychological phenomena and their possible
explanations (Weisberg et al., 2008). The description of the phenomena was always
accurate, but the quality of the explanation was variable: sometimes the arguments
were good while other times they were circular, a mere restatement of the phe-
nomenon. Consider, for example, a vignette reporting that, in visual tasks, the
patterns of response times were different for faces than for places. In that vignette,
the good explanation said this happened “because people use different processes to
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recognize faces than they use to recognize places.” In contrast, the circular
explanation claimed it happened “because the participants’ responses were con-
tingent on whether they saw a face or a place on the screen”. A second factor
provided the critical manipulation: half of the vignettes included superfluous neu-
roscience sentences, while the other half did not. The neuroscience information was
not wrong, it was simply irrelevant to the phenomenon it was trying to explain. In
the above example, it said that “neuroscientists have shown that the extrastriate
cortex—an area of the brain known to be involved in processing complex visual
stimuli—is activated by pictures of faces and places.” Despite its lack of relevance,
such superfluous neuroscience sentences increased the perceived quality of circular
explanations.

Weisberg’s findings have been largely replicated by other labs, confirming that
the ‘allure of neuroscience’ is conceptual rather than perceptual, meaning that
neuroscience information is persuasive regardless of whether it is presented in form
of brain images or neuroscientific text (Fernandez-Duque et al., 2015; Michael,
Newman, Vuorre, Cumming, & Garry, 2013). This raises the question: why is
neuroscience so alluring? One answer might be that neuroscience is a prestigious
science that people trust. A different answer would be that neuroscience offers
reductive explanations of psychological phenomena.

Unlike the social sciences, neuroscience is considered a ‘real’ science. When
asked about the prestige of neuroscience, or about the gap between a neuroscience
expert and a lay person, or about the scientific rigor of the discipline, undergraduate
students always cluster neuroscience with other natural sciences and away from
social sciences and psychology (Fernandez-Duque et al., 2015). Other studies show
that people believe that biological explanations are more complex and more sci-
entific than psychological explanations. This bias toward the natural sciences
emerges as early as kindergarten, and vestiges of it can be observed in adulthood
(Keil, Lockhart, & Schlegel, 2010). For example, the mere presence of a nonsense
math equation increases the perceived quality of a scientific abstract (Eriksson,
2012), and the inclusion of a chemical formula increases the belief in a medication’s
efficacy (Tal & Wansink, 2014); just telling people that scientists understand a
phenomenon is enough to increase people’s judgment of their own understanding
(Sloman & Rabb, 2016). In sum, there is little doubt that neuroscience is held in
high regard as a science, and that scientific jargon often creates an illusion of
understanding. Put these two facts together, and one might conclude that the allure
of neuroscience is driven by its prestige.

However, if neuroscience’s allure in explanations of psychological phenomena
had to do with its status as a prestigious science, we would expect that gibberish
from other “hard sciences” would also be alluring, provided that its relation to the
psychological phenomena was not too far fetched; after all, such hard sciences—
unlike psychology—are prestigious too. In our study, we explored this hypothesis
by including irrelevant information from the hard sciences; for example, in the
previously described vignette on visual processing of faces and places, participants
read that “computational scientists have used spectrograms to show that pictures of
faces and places convey a range of spatial frequencies.” As in the case of
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neuroscience, the information was true but not particularly informative in
explaining the psychological finding (Fernandez-Duque et al., 2015). The results of
the study show convincingly that pseudo-explanations from other hard sciences are
not as compelling as neuroscience pseudo-explanations (Fernandez-Duque et al.,
2015).

What, then, explains the neuroscience allure? Although a definitive answer to
this question has not yet been reached, we and others have speculated that the
reason why neuroscience information is seen as more relevant than hard science or
psychological counterparts is that in Western cultures, educated people conceptu-
alize the brain as the engine of the mind (Fernandez-Duque & Schwartz, 2016;
Hopkins, Weisberg, & Taylor, 2016). That is, participants in our studies may be
conceptualizing the brain as the physical substrate that instantiates the mind, the
structure to which psychological phenomena may one day be mapped or reduced.

The perspective we have been advocating so far in this section is that the allure
of neuroscience for psychological phenomena stems from a lay theory according to
which the brain is the engine of the mind, or put slightly differently, it is the next
level of analysis below the mind. If this perspective is correct, then the allure of
neuroscience would be just a special case of a more general heuristic, by which
information is alluring if it sits at the level below the phenomenon of interest.
According to this position, the most alluring information is reductive information.
To test this hypothesis, Hopkins et al. (2016) extended the original paradigm to
include other scientific disciplines, such as physics, chemistry, and biology. As
predicted, they found that superfluous information was most alluring at the level
just below the phenomena in need of explanation. In other words, people did prefer
reductive explanations. As a caveat, it should be pointed out that the allure for the
psychology/neuroscience pair was larger than for any other pair, leaving open the
possibility of additional content specific influences above and beyond the allure of
reductive explanations.

Neuroscience Influences Judgments of Responsibility

In 1848, a railroad worker named Phineas Gage suffered a terrible accident when a
metal rod exploded in his face, impaled him through cheek bone and skull, and in
its way destroyed large parts of his frontal lobe. Gage survived, but his personality
changed profoundly. Previously, he had been a conscientious worker, intelligent
and well adapted. After the accident, he became “fitful, irreverent, indulging at
times in the grossest profanities (which was not previously his custom), manifesting
little deference for his fellows, impatient of restraint or advice when it conflicts with
his desires” (Harlow, 1868). Friends and acquaintances would report that ‘Gage
was no longer Gage’. Most of us would not blame Gage. Instead, we would assume
that his behavioral outbursts and moral transgressions were outside of his control—
that he did not have much choice—and conclude that he should not be held
responsible, or at least not as responsible as someone with full mental capacity.
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Probably, we would not need to see a picture of his brain or his skull to reach these
conclusions.

Our response to Gage’s behavior nicely illustrates some of the folk beliefs
regarding brain, moral responsibility, and free will. Over the last decade,
researchers have begun to systematically assess such folk beliefs (Greene & Cohen,
2004). These studies are remarkably consistent in showing that neuroscience
information does influence participants’ judgments of moral responsibility. In other
words, this literature on neuroscience and responsibility tells the very same story
already presented regarding the allure of neuroscience and psychological
phenomena.

In one of the first studies of its kind, Monterosso, Royzman, and Schwartz
(2005) asked participants to read vignettes describing individuals who had com-
mitted a moral transgression. The authors varied whether the explanation for the
transgression was neurobiological (e.g. “unusually high levels of a particular
neurotransmitter”) or experiential (e.g., “severely and brutally abused as a child”),
reasoning that a neurobiological explanation would elicit a mechanistic view,
whereas an experiential one would not. As predicted, the neurobiological expla-
nation led to less blame than the experiential explanation, and to reduced ascription
of willful control. In a follow-up study, the same two explanation types (neurobi-
ological, experiential) were factorially crossed with the presence or absence of a
neuroimage. Participants were asked to judge the extent to which the transgression
was due to lack of moral character. By itself, the experiential justification led to
larger moral condemnation than the neurobiological justification, but this difference
disappeared when a neuroimage was attached. Participants who saw the brain image
together with the experiential explanation probably took the brain to be the
mechanistic mediator of the experiential account, and thus reduced the target’s
responsibility (Beall et al., 2013).

Similar findings have been obtained in experiments in the field of psychology
and law. For example, when participants in a mock trial had to decide on a case of
not guilty by reason of insanity, they had a tendency to find neuroscience-based
evidence more persuasive than psychological evidence (Schweitzer & Saks, 2011).
In another study, the presence of neuroscientific testimony reduced the likelihood of
a death sentence verdict; the reduction occurred irrespective of whether the evi-
dence consisted of a brain image or neuropsychological testimony alone (Greene &
Cahill, 2012). In yet another study, participants in a mock trial had to decide on a
case of not guilty by reason of insanity. Participants were biased toward a not guilty
verdict by evidence of neuroscience lesion (in this case, an MRI image), as well as
by evidence of abrupt onset (in this case, an episode of traumatic brain injury)
(Gurley & Marcus, 2008). Both of these factors—neural evidence and abrupt onset
—are also evident in the illustrative case of Phineas Gage. Finally, one study using
US state judges as participants showed that expert testimony on the neurobiological
mechanisms of psychopathy causes judges to consider those mechanisms as miti-
gating factors, thus leading to reduced criminal sentences (Aspinwall, Brown, &
Tabery, 2012).
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In summary, reading or listening to evidence about the neural bases of human
behavior leads people away from attributions of moral responsibility and away from
retributive punishment. One account of these results is that learning about neuro-
science highlights a mechanistic worldview in which free will is diminished and
therefore actors should be held less blameworthy for their acts (Greene & Cohen,
2004; Shariff et al., 2014). That account rests in part on the assumption that ordi-
nary folk deem neuroscientific explanations of behavior to be constraints on free
will. Whether this is indeed the case is a matter of debate, which is discussed next.

Neuroscience Influences Judgments of Free Will

In the philosophical literature, ‘free will’ is discussed by appeal to metaphysical
concepts such as ‘uncaused agency’ (i.e., the ability of an agent to act without such
act being caused by something else). Free will thus defined is challenged by a
deterministic world, and this leads philosophers to all sorts of intellectual contor-
tions to try to establish a coherent view (Roskies, 2006).1 Research exploring the
relation between neuroscience and free will philosophically defined has had limited
success; there is great variability in people’s judgments across experiments, and
there are often internally inconsistent responses. For example, some studies suggest
that people embrace both determinism and free will, a position known as com-
patibilism (Monroe & Malle, 2010; Nahmias, 2006; Nahmias, Shepard, & Reuter,
2014; Nichols & Knobe, 2007). According to this view, when morally evaluating
an action, people state that even if the universe is fully deterministic, the actor could
act differently. Other studies show instead that when presented with neuroscience
claims that “free will does not exist because choices are caused by neural impulses”
people reply by appealing to a different level of analysis, focusing on the agent to
argue that “the person makes the neural impulses happen.” This way, people seem
to endorse the neuroscientific correlates of psychological states without committing
to a deterministic view of them. Yet some other research suggests that determinism
undermines free will in the abstract, but does not excuse wrongdoing in concrete
cases (Nichols, 2011). In general, the sense one gets from reading this literature is
that people lack stable notions of ‘free will’.

As it turns out, ‘free will’ as understood by the common person is quite a
different concept from the one developed by professional philosophers. When asked
to define ‘free will’, ordinary folk do not refer to metaphysical criteria, rather, they
provide a psychological account. People report that ‘free will’ consists of the ability
to make choices consistent with one’s desires, reasonably free of constraints; they
sometimes also emphasize the reflective, deliberate aspect of it, that is, the

1These contortions include rejecting determinism to save free will (libertarians); conceding that the
world is deterministic and thus acknowledging that that free will does not exist (hard determinists);
or accepting determinism but still claim that free will is possible (i.e., compatibilism).

214 D. Fernandez-Duque



forethought of weighting the pros and cons of the action (Monroe & Malle, 2010;
Nahmias, 2016).

How does the folk concept of ‘free will’ relate to neuroscience and morality?
The answer, at least hypothetically, is remarkably simple and powerful. To the
extent that a neurological disorder disrupts one of the underlying psychological
components of ‘free will’ (choice, desire, absence of external constraint, fore-
thought), a reduction of ‘free will’ will ensue. In contrast, the existence of a nor-
mally functioning brain ought not pose a challenge to free will because a normal
brain—by definition—has a correspondingly normal psychology. The threat of
determinism that so much challenges the concept of ‘free will’ metaphysically
defined simply vanishes once we adopt its common sense definition (Nahmias,
2006).

So far, I have described two competing conceptualizations of free will: one
favored by philosophers which is metaphysically defined, and the other one favored
by folk theory which is psychologically defined by ‘choice’. What role do these two
different conceptualizations of ‘free will’ play in judgments of moral responsibility?
One way to answer this question is to pit the metaphysical notion of free will against
the folk notion, in a 2 � 2 factorial design. In one such study, participants were
divided into an experimental group that read a statement arguing against meta-
physical free will (“all behavior is determined by brain activity, which in turn is
determined by a combination of environmental and genetic factors”) and a control
group that read a neutral statement that made no reference to free will (“Oceans
cover 71% of the earth’s surface”). As expected, the experimental group reported
less belief in metaphysical free will than the control group. Immediately after this
manipulation, the participants watched a brief video in order to make a judgment of
blame. In the ‘choice’ condition, the video depicted a person in a situation in which
he could choose to steal money from a partner. In contrast, in the ‘no choice’
condition the amount of money taken was determined randomly. Participants who
saw the ‘choice’ video assigned much more blame than participants in the ‘no
choice’ condition. Importantly, the metaphysical manipulation had no effect
(Monroe, Brady, & Malle, 2016). In another study, a vignette described a hypo-
thetical study in which scientists were able to predict a person’s future behavior
based on her pattern of neural activation. Despite the scientists being able to predict
in advance what the person would do (consistent with determinism), participants
thought that the person was still exercising her free will (Nahmias et al., 2014).
Only if the vignette described neuroscientists as bypassing the person’s decision—
that is, if it described the scientists as stimulating the patient’s brain to actively
manipulate her choice—did participants consider the patient to be deprived of
free will.

In sum, the folk judgment of whether a person has ‘free will’ seems to depend on
the mental states of the person: if her desires and choices are efficacious for causing
action, then free will is affirmed, and moral responsibility assigned. This framework
is useful in helping us reinterpret the literature on neuroscience and judgments of
responsibility. We excuse Phineas Gage’s moral transgressions not because our
knowing of his brain lesion turns us into hard determinists skeptical of metaphysical
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free will, but rather because our knowing of his lesion reminds us of Gage’s
reduced mental capacities to make choices consistent with his desires and free of
unreasonable constraints.

Alternatively, and on a more speculative note, when it comes to commitments
regarding the relationships among mind, brain, and free will, people may be, in the
words of philosopher Eddie Nahmias, ‘theory-lite’ (Nahmias, 2017); that is, people
may have intuitions that are unstable and/or contradictory, without a reliable, strong
commitment to dualism or materialism. After all, unlike professional philosophers,
people can get through life without having to address metaphysical questions of the
mind/brain relation. On the other hand, people cannot get through life without some
form of moral theory to guide their judgments of blame and responsibility. Those
judgments are dependent on free will in the psychological sense of the term. As
neuroscience progresses, it seems likely that people will retain their belief-based
model of free will and morality, and simply make ad hoc necessary adjustments to
their ‘theory-lite’ metaphysics for the rare occasions in which such esoteric ques-
tions may arise.

Interlude

Up to this point, the chapter has focused on the implicit assessment of beliefs about
mind/brain relation. I have described the allure of neuroscience for psychological
explanations, and the effect of neuroscience on judgments of responsibility and free
will. The approach has been successful in showing that appeals to neuroscience do
exercise an influence on judgments of mental activity. However, there is a big
explanatory gap between showing that a connection exists and providing a full
description of such a relation. One way to attempt closing that gap is to ask
participants explicitly what they think about the relation between mind and brain.
Doing so is not without challenges: people’s responses to explicit questions are
often more susceptible to wording artifacts, explicit questioning may trigger ad hoc
answers that fail to align with the background beliefs regularly held, and answers
may be altogether unreliable if people lack well-established theories. These limi-
tations notwithstanding, listening to people’s insights about their beliefs of
mind/brain relation may enrich our understanding of such lay theories.

Folk Beliefs About Brain and Mind

Developmental psychology has had a long-standing interest in understanding
children’s conceptual development. Thus, it comes as no surprise that much of the
pioneering work on folk theory of mind and its relation to the brain can be traced
back to developmental psychologists (e.g., Lillard, 1998; Johnson & Wellman,
1982). Such research has found that in Western cultures, the mind is often identified
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with the brain (Lillard, 1998). When asked “Do you need the brain to ____?”, both
adults and elementary school children endorse the view that the brain is necessary
for all sorts of human psychological activities. These include emotions such as
feeling sad or feeling curious, and senses such as hearing and seeing, but also
cognitive acts like thinking and knowing, as well as reading and writing. It includes
motor tasks like talking and walking and, in the case of adult participants, even
involuntary tasks like coughing and blinking (Johnson & Wellman, 1982). In other
words, when asked about the functions of mind and brain, elementary school
children and adults alike treat the brain as responsible for the functions of the mind.

Both ninth graders and adults reject that the mind could exist in the absence of
the brain, and both of them localize mind and brain in the head. However, ninth
graders and adults say that, unlike the brain, the mind is nonmaterial and thus could
not be seen nor touched even if the head were opened up. In contrast, young
children seem to have a different ontology of the mind. For example, first graders
conceive the mind as a material entity that could be seen and touched as much (or as
little) as the brain; first graders also tend to construct mind and brain as independent
entities, and claim that a mind could exist without a brain (Johnson & Wellman,
1982). Adults and older children also believe that the mind has temporal cohe-
siveness: they understand that it is the same mind which, encompassing various
cognitive processes and states, is being used at different times (Johnson &
Wellman, 1982).

Folk Beliefs About Brain and Self

Interestingly, beliefs about spatial and temporal cohesiveness apply not only to the
mind but also to the self. The cohesiveness of the self is nicely illustrated by
Descartes’ famous inference “I think, therefore I am”. In this statement, Descartes
assumes the existence of a self (“I”) doing the thinking. More generally, both adults
and children localize the self near the eyes (Anglin, 2014; Bertossa, Besa, Ferrari, &
Ferri, 2008; Starmans & Bloom, 2012). Besides this conceptualization of the self as
the experiencer (the “I”), there is also a conceptualization of the self as an object
(the “me”). In that regard, adults think of themselves not as a disparate collection of
thoughts and dispositions but rather as a cohesive unit somewhat stable over time,
especially as it projects into the future (Moore, Lemmon, & Skene, 2001; Neisser,
1988; Quoidbach, Gilbert, & Wilson, 2013). In other words, the concept is tem-
porally extended to also include the past self and the future self, with interesting
asymmetries between the two. For example, adults of all ages think that their
values, preferences, and personality traits, having evolved in the past, have now
reached a stasis that protects them against further change (Quoidbach et al., 2013).
For retrospective judgments, people favor downward comparisons, especially for
the distant past. In one such study, college students were given a list of positive
attributes, such as willingness to stand up for one’s beliefs, or having good social
skills. Students had to indicate the degree to which they possessed each attribute
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relative to their same-aged peers, on a scale from 0 (much less than most) to 10
(much more than most). Students assessed the self twice: first as they remembered it
at age 16 and then as they knew it at present time; maybe not surprisingly, the rates
of positive attributes at age 16 were substantially lower than at their current age.
Replications at other ages ruled out an account based on poor adolescent skills
(Wilson & Ross, 2001). Instead, the results are best explained by temporal
self-appraisal theory, according to which people are motivated to enhance their
perception of their current self. In pursuit of this goal, people implicitly make
downward comparisons with their former self, as long as the former self is distant
enough that it can be plausibly rejected from the current self-conception (Peetz &
Wilson, 2008). Self-appraisal theory highlights that the concept of self is not
immune to motivated cognition. This should not be a surprise, given that the
concept of the self is in itself part of a lay theory informed by semantic knowledge
about the mind, as well as by autobiographical memory (Neisser, 1988).

Besides the distinctions with the distant past, there are also distinctions between
near and distant future in the conception of the self. For the near future, people
adopt a concept of self that is mostly concrete, specific, and context dependent; but
for the distant future, people favor instead an abstract self, closest to the true or
essential self (Wakslak, Nussbaum, Liberman, & Trope, 2008). This latter dis-
tinction highlights an important point, namely that the concept of the self is hier-
archically organized, with some traits being more central and others being more
peripheral (Markus & Wurf, 1987; Sedikides, 1995).

The central self can be defined as the person you truly are (i.e., your true self) so
that if you lacked those attributes you would be a different person; sometimes, the
term ‘core self’ is used as synonymous. When asked to describe their ‘central’ self,
people often make reference to moral traits, such as “honesty” and “kindness”
(Fernandez-Duque & Schwartz, 2016; Goodwin, Piazza, & Rozin, 2014). In other
words, when asked to describe who they truly are, what people volunteer are
uniquely human traits, traits that Descartes believed did not belong in the brain.
And while philosophers have long ago moved beyond Cartesian dualism, it remains
a legitimate scientific contention that ordinary folk still hold to this belief (Bloom,
2004). According to this hypothesis, people would be willing to admit that the brain
is the substrate of cognitive functions and many psychological traits, but would
reserve a special nonmaterial place for traits that define who they truly are.

To test this hypothesis, we asked a group of people residing in the USA (re-
cruited through Amazon’s Mturk) to judge whether the brain was “more responsible
for the CORE attributes of your self or for the PERIPHERAL attributes of your
self” using a 100-point bipolar scale (Fernandez-Duque & Schwartz, 2016). We
explained to the 172 participants that “the core self is who you truly are […] so that
if you lacked those attributes you would be a different person” while the peripheral
self included “things that describe you but don’t define you […] so that if you didn’t
have those attributes, you would still be the same person.” Contrary to the
hypothesis, participants embraced the brain as the underlying substrate of their
central self, that is, of who they truly are (Fernandez-Duque & Schwartz, 2016). We
also asked another 210 participants about the neuroscience contribution toward 18
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different personality traits. Once again, the brain contribution for traits closer to the
central self was deemed larger than for more peripheral traits. As expected, there
was quite a bit of variability among traits, with perceived contributions of the brain
ranging from 54% (for laziness) to 91% (for intelligence). In the future, studies
probing a larger number of traits will help identify the trait attributes (e.g., volitional
control, desirability, etc.) that best predict the perceived brain contribution.

This belief that the brain is the underlying substrate to people’s true self and
personality is also apparent in caregivers’ reports of frontotemporal dementia
patients. Brains affected by frontotemporal dementia are lesioned in areas similar to
Phineas Gage’s, and as a consequence these patients with frontotemporal dementia
often exhibit similar behavioral and moral transgressions (Fernandez-Duque &
Black, 2007; Fernandez-Duque, Hodges, Baird, & Black, 2010). Friends and fam-
ilies often report that the personal identity of the patient has changed since the start of
the disease and that the patient “seems like a stranger” and “is not the same person
underneath.” At an intuitive level, these caregivers are endorsing the belief that
changes to their loved ones’ true self was brought about by pathological changes in
their brains (Strohminger & Nichols, 2015). As such, it is an example of what in the
folk psychiatry literature has been called neuro-essentialism, which is “the belief that
brains and their abnormalities define and determine identity” (Haslam, 2011).

The Possibility of Dualism

Many religious beliefs that are popular across the world depend on a dualist concept
of mind/brain relation (or at the very least of the soul/brain relation). For example,
beliefs about the afterlife require the existence of a nonmaterial substance separate
from the body (Greely & Hout, 1999). Furthermore, there seems to be a clear
positive correlation between popular dualism and other beliefs that seem dependent
on it, such as beliefs in the afterlife, paranormal beliefs, and some religious beliefs
(Fernandez-Duque & Schwartz, 2016; Riekki, Lindeman, & Lipsanen, 2013). Based
on the evidence like this, as well as some of the developmental literature, some
researchers have argued that children start as dualists, and become materialists only
years later—if at all—through formal education (Bloom, 2004). According to this
view, people learn in school, and through the internet and other media, that “the
brain underlies the mind” the same way that people learn all sorts of strange,
unintuitive scientific facts (Bloom, 2004). The evidence for and against dualism
stems from various fronts and is described in detail in other chapters of this book
(Haslam, Chapter “The Origins of Lay Theories: The Case of Essentialist Beliefs”;
Forstmann & Burgmer, Chapter “Antecedents, Manifestations, and Consequences of
Belief in Mind–Body Dualism”).

However, in interpreting these data, and in interpreting data on folk theories of
mind/brain more generally, it is important to keep in mind that any characterization
of common sense beliefs about the mind/brain relation needs to contend with the fact
that the concept of the ‘mind’ is not a monolithic construct but rather a multifaceted
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one; therefore it is possible—and even likely—that common sense beliefs about the
mind may similarly include a constellation of different beliefs, with some psycho-
logical states deemed more brain based than others. For example, American adults
tend to cluster mental states into two dimensions, an experiencing/feeling dimension
that includes psychological states such as the feelings of hunger, fear, and joy and an
agency/cognitive dimension that includes psychological states such as self-control,
morality and memory (Gray, Gray, & Wegner, 2007). A biological brain appears
necessary for experiencing things, such as hunger, joy, or pleasure, as people do not
attribute those experiences to God or a robot. In contrast, for agency, a biological
brain seems neither necessary nor sufficient: God and robots are deemed high on
agency while newborns and frogs are denied it (Gray, Gray, & Wegner, 2007).
Similarly, people resist attributing experiences to brainless corporations (“Acme is
feeling pain”) but accept attributions of agency to them (“Acme Corp plans to
change its corporate image” Knobe & Prinz, 2008).

Why Is It Imperative to Understand Lay
Theories of Mind/Brain?

The issues discussed in this chapter are important to understand not only because
they enrich our description of how humans categorize and conceptualize the world
—in the tradition of past research on folk physics (McCloskey & Kohl, 1983), folk
biology (Carey, 1985), and folk mentalizing (Wellman, Cross, & Watson, 2001)—
but maybe more importantly because the decisions humans make, and the social
worlds that they construct, derive directly from the lay theories and beliefs they
hold regarding those worlds. Thus, different conceptualizations of the mind/brain
relation should have profound implications for public policy in mental health
research and practice. By better understanding those conceptualizations we might
be able to modify them, and in doing so, we may be able to modify our destiny.
These aspirations sound lofty and vague, so some concrete elaboration is in order.

Let us start by stating the obvious: the natural world does not care about the
theories humans create to explain it. Alchemy in the seventeenth century may have
proposed a theory to turn copper into gold, but no amount of theorizing was ever
going to make that happen. By contrast, the social world is quite susceptible to the
theorizing we humans do in order to explain it. The distinguished psychologist
Barry Schwartz has illustrated this point in his explanation of why we work
(Schwartz, 2015). According to Adam Smith, the father of free market economic
theory, we work for pay, nothing more and nothing less. A workplace in which
workers’ only motivation is thought to be monetary is likely to be designed lacking
any other sources of motivation; after all, why waste resources promoting workers’
sense of accomplishment, or creating a supportive social life in the workplace, if we
know that workers only care about their paycheck? In such a devoid environment,
workers would not find any reason to work other than their salary, and when asked,
they will confirm our initial theory.
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If this analysis is correct, then we discover the natural world but we create the
social world. When it comes to lay theories of the mind/brain relationship, that
social world includes, among other things, the treatment of mental disorders, the
funding priorities for mind/brain research, and the implementation of our legal and
educational systems.

Consider, for example, the treatment of mental disorders. When mental disor-
ders, such as ADHD or generalized anxiety disorder are explained by appeal to
biological information, people become overly pessimistic about their prognosis
(Lebowitz & Ahn, 2014; Lebowitz, Pyun, & Ahn, 2014). When therapists hear of
mental diseases such as depression and OCD in biological terms, they become less
sympathetic toward the patients (Lebowitz & Ahn, 2014). Therapists’ beliefs are
quite malleable, so that those with a medical degree are more inclined to think of
the disorders as medically based (Kim, Ahn, Johnson, & Knobe, 2016). More
arbitrary biases are present too; when the disorder is described abstractly in terms of
symptoms, therapists think of it as biologically based, but when described con-
cretely in relation to an individual patient, the same therapists become more
inclined to think of the disorder as psychologically based, and less susceptible to
medical treatment; this is true even for those therapists who are medically trained
(Lebowitz, Rosenthal, & Ahn, 2016). Therapists and laypersons conceptualize
mental disorders along a single continuum that spans from disorders considered
highly biological (e.g., autism) to disorders considered highly psychosocial (e.g.,
adjustment disorders), thus ignoring the quite likely scenario of dual contributions
from biological and social factors (Ahn, Proctor, & Flanagan, 2009). The goal of
these examples is not to dwell on this very interesting literature (for a deep analysis,
see Furnham, chapter “How Lay Theories Influence our Mental Health”) but rather
to illustrate the claim that our folk theories of the mind/brain relation have a
profound impact on how we approach and try to solve the problems in front of us,
both in terms of clinical practice and of public policy.

Another illustrative example comes from the funding priorities for mind/brain
research at the United States’ National Institute of Mental Health, which in the last
decade, under the directorship of Tom Insel, a neuroscientist known for his work on
hormonal control of monogamy in mammals, has redirected its focus away from
social science and toward neuroscience, where it is now almost exclusively focused
(Markovitz, 2016). It seems reasonable to speculate that the folk theory at the helm
regarding the relation between mind and brain has been at least partly responsible
for those changes. It also seems reasonable to ask whether those changes in pri-
orities reflect the values of the citizenry, as expressed by folk beliefs. For example,
should the taxonomy of mental disorders be organized by identifying symptom
clusters, or should it instead be built bottom up from genes and neurobiology?
Should promising behavioral therapies receive funding for effectiveness testing, or
lose such funding due to the lack of a neurological correlate in their proposed
mechanism? Should the effectiveness of potential treatments for Alzheimer’s dis-
ease be judged based on their ability to remove the biological substrate of the
disease (i.e., presumably plaques) or by their ability to improve behavior (e.g.,
episodic memory)? As the preceding discussion makes clear, there is a lack of
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consensus among scientists about the level of analysis at which mental disorders
ought to be conceptualized and treatment delivered; the answer to such questions
depends to a great extent on the particular disease under discussion, and often the
most effective treatments combine interventions at both neural and psychological
levels (i.e., drugs and talk therapy).

In the field of education, the situation is quite different. Although there has been
a fair amount of hype surrounding neuroscience and education for the last 20 years,
the level of analysis at which educational gains are maximized is undoubtedly
psychological rather than neurological (Bowers, 2016). This should not be sur-
prising; after all, the primary outcomes of education are behavioral: we want
children to learn to read, do math, develop critical thinking skills, and so forth. And
unlike mental disorders, the treatment options are exclusively behavioral: in order
to foster children’s phonemic decoding, we sound out letters, in order to foster a
number sense, we draw a number line, and so forth. At most, the potential of
neuroscience to affect education is likely limited to low-level behaviors, such as
reading, rather than more complex behaviors such as collaborating with a classmate
or writing an essay. Nonetheless, how likely are scientific theories of mind/brain
relation to influence education in years to come? To start answering this question, it
is helpful to start with a brief history of the mind/brain relation in science.

In the early 1800s, phrenologists had aimed to divide the mind into its con-
stituent mental faculties but had failed spectacularly, due to a lack of empirical rigor
and a penchant for ill-conceived categorization. By the late 1800s, Paul Broca had
overcome some of these limitations by discovering that speech could be mapped to
a specific region of the brain (Broca, 1861; Dronkers, Plaisant, Iba-Zizen, &
Cabanis, 2007). For many decades afterwards, the prevalent paradigm remained
trying to relate large complex task capacities—speech, memory, motor control—to
similarly large brain regions (Thiebaut de Schotten et al., 2015).

But in the ‘70s, cognitive psychologists started to break down those large
cognitive capacities into smaller mental operations. To achieve this, they admin-
istered relatively simple tasks, contrasted nearly identical experimental conditions,
and measured response times with millisecond precision. This way, cognitive
psychologists were able to isolate what they referred to as “elementary mental
operations,” the building blocks from which complex cognitive tasks are made
(Posner, 1978). In the following decades, proponents of these “chronometric
explorations of the mind” would convincingly argue that such elementary mental
operations constituted the appropriate level of analysis at which to map mind and
brain (Posner & Raichle, 1994). The idea became the main tenet of the new field of
cognitive neuroscience, and helped cognitive neuroscience move past not only
phrenology’s but also Paul Broca’s conception of the mind.

This scientific conceptualization of the mind/brain relation has provided cog-
nitive neuroscientists with the necessary theoretical models to uncover the neural
bases of reading (Dehaene, 2009), mental calculation (Dehaene, 2011), and
working memory, as well as many other cognitive processes, each with its own set
of elemental mental operations. As a consequence, sophisticated neural models
of dyslexia and dyscalculia have been developed over the last 20 years,

222 D. Fernandez-Duque



and neuroimaging studies can now predict above chance which children will
develop dyslexia, and which of them will benefit from treatment, thus opening the
door to personalized educational treatment (Butterworth, Varma, & Laurillard,
2011; Gabrieli, Ghosh, & Whitfield-Gabrieli, 2015). Equally important, the models
have had an impact on educational policy: based on the neuroscience evidence, the
National Institute of Child Health and Human Development now defines dyslexia
as “a specific learning disability that is neurobiological in origin.” As this example
nicely illustrates, the scientific theory of the mind/brain relation has already started
to influence some aspects of educational policy and practice, although the extent of
such influence in the future remains to be seen.

In this section, I have argued that a better understanding of current theories of the
mind/brain relation is important, not only as a basic scientific endeavor, but also as
a tool for public policy and practice. The impact of such theories is found in areas as
diverse as mental health, education, and science funding, as well as in the field of
psychology and law. Unresolved issues remain, such as the potential gap between
the folk theory and the expert theory, and how to adjudicate in cases in which folk
theory and expert theory disagree.

Summary

In this chapter, I have tried to answer a deceptively simple question: Why is
neuroscience so alluring? But to ask this question is to ask about current lay
theories of the mind/brain relation. I started by reviewing the allure of neuroscience
explanations for psychological phenomena. I showed that although neuroscience is
a prestigious science, this does not explain its allure. Nor can the allure of neuro-
science explanations be explained by the neuroimages that often accompany them.
Instead, the allure stems from a folk theory of the mind that conceptualizes the brain
as the engine of the mind. Neuroscience is alluring for explaining psychological
phenomena because of its reductive appeal.

Next, I reviewed the effect of neuroscience on judgments of responsibility and
free will. This is another way to ask about the folk theory of the mind/brain relation:
how the brain contributes to uniquely human attributes such as free will and
morality. I showed that although ordinary folk shy away from free will and moral
condemnation when actions are couched in terms of brain function, the reason for
this is not that people think of free will as something that cannot exist in a fully
deterministic material world. Rather, people conceptualize free will as the ability to
make choices consistent with one’s desires, reasonably free of constraints. To the
extent that a neurological disorder disrupts these underlying psychological com-
ponents of ‘free will’, people attribute a reduction of ‘free will’. Thus, we excuse
the moral transgressions of patients who, like Phineas Gage, have abrupt brain
lesions not because our knowing of his brain lesion turns us into hard determinists
skeptical of metaphysical free will, but rather because our knowing of his lesion
reminds us of Gage’s reduced mental capacities to make choices consistent with his
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desires and free of unreasonable constraints. In contrast, the existence of a normally
functioning brain ought not pose a challenge to free will because a normal brain—
by definition—has a correspondingly normal psychology.

The next stop on our tour of uniquely human capacities and their relation to the
brain was the notion of the self. Do ordinary folk believe that their brains are who
they truly are? Recent evidence suggests that they do, at least for Western educated
cultures. The chapter also briefly discussed mind–body dualism and
neuro-essentialism, topics that get the attention they deserve in other chapters of the
book (Haslam, Chapter “The Origins of Lay Theories: The Case of Essentialist
Beliefs”; Forstmann & Burgmer, Chapter “Antecedents, Manifestations, and
Consequences of Belief in Mind–Body Dualism”).

Finally, I concluded by exploring possible policy implications of the allure of neu-
roscience and current theories of the brain/mind relation. I have argued that the impact
of such theories is found in areas as diverse as mental health, education, and science
funding. As such, I hope they help illustrate the profound implications that differences in
the conceptualizations of the mind/brain relation may have, not only for our under-
standing of human cognition but perhaps more importantly, for human society.
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Causes and Consequences of the Belief
in Free Will

Davide Rigoni, Axel Cleeremans and Marcel Brass

Free will is an ancient problem. Although the existence of free will has been
challenged both at the philosophical and scientific levels (e.g., Crick, 1994; Harris,
2012), most laypeople believe they and others have free will. This belief reflects the
lay theory that people have the capacity to decide freely—that is, free from internal
and external constraints—and are thus responsible for their own actions (Monroe,
Dillon, & Malle, 2014; Nahmias, Coates, & Kvaran, 2007). As any other lay theory,
the function of the belief in free will is to interpret, predict, and make sense of
people’s behavior. Regardless of whether free will exists or not, the belief in free
will is a cornerstone of our social and cultural life. For instance, most legal systems
are based on the lay theory that individuals can act on the basis of their own free
will, and can therefore be judged responsible and punishable for their own actions
(Rigoni, Sammicheli, & Sartori, 2015).

The fact that most people believe in free will raises a number of questions: why
is it the case? Does it actually matter whether people believe in free will? And how
does believing in free will affect people’s behavior?

In this chapter, we will first describe recent empirical research examining the
cognitive and social determinants of the belief in free will. On the one hand, cognitive
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research has shown that the belief in free will is grounded in our first-hand, embodied
experience of being the agents of our own actions. On the other hand, empirical
findings in social psychology have suggested that belief in free will plays a key
societal function, namely that it disciplines social and cultural life.

Next, we delineate a recent line of research that focuses on the social, cognitive,
and neural consequences of (dis)believing in free will. This research suggests that
challenging people’s belief in free will can influence social behavior as well as more
basic cognitive and neural mechanisms of self-regulation.

In the last section, we briefly outline some potential mechanisms of how abstract
beliefs about free will can impact behavior and cognition. Central to the proposal is
the idea that beliefs about free will can be thought of in terms of metacognitive
judgments about oneself and others. As a form of metacognition, abstract beliefs
about free will impact on cognition and on behavior by redescribing and shaping
first-order sensory-motor representations.

Cognitive and Social Determinants of the Belief in Free Will

Belief in Free Will and Agentive Control

Empirical research on the folk concept of free will indicates that people’s under-
standing of free will reflects the psychological ability to make a choice in line with
one’s desires or goals and free of internal (e.g., genetic makeup, personality, mental
disorder) or external (e.g., society, nature, God) constraints (Monroe et al., 2014;
Monroe & Malle, 2010). Free will can therefore be defined as the capacity to
choose freely among different available courses of actions. Although there are
individual differences in the extent with which people believe in the existence of
free will in an abstract sense, our conscious experience provides us with the clear
sense that we can intentionally control our behavior. Our subjective experience of
being free is that desires and intentions precede and motivate our actions, and that
we are constantly called to make choices about what path to take. Acting on the
basis of one’s own intentions indeed seems to be a core feature of the folk notion of
free will. Reflexes (i.e., involuntary muscular contractions), for example, are not
considered acts of free will because they do not imply the formation of an intention.
Conversely, when one pushes a button with the intention to get a refreshing drink
from a vending machine, one feels in control of and ultimately responsible for this
action. In other words, the concept of free will only makes sense for actions that
involve some sense of intentional control over one’s own decisions and actions.

In the psychological research literature, the subjective feeling of being in control
of one’s own behavior is typically referred to as the sense of agency, which can be
specifically defined as the feeling of control over self-produced actions (Gallagher,
2012; Moore & Obhi, 2012). Going beyond the common intuition that free will
requires the sense of agency, Aarts and van den Bos directly tested the hypothesis
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that the strength of individuals’ beliefs in free will depends on the extent to which
they experience themselves as the agents of self-produced actions (Aarts & van den
Bos, 2011). In this study, sense of agency was measured through the intentional
binding paradigm, in which participants are asked to produce a tone by pressing a
key and then provide a time estimation of both the action and the tone (i.e., the
action effect). It was previously demonstrated that the action and its effect are
perceived as closer to each other in time when the action is produced intentionally
by the participant, as compared to when the movement is performed passively and
unintentionally (Haggard, Clark, & Kalogeras, 2002). This phenomenon, referred to
as intentional binding, is widely interpreted as a cognitive marker of the sense of
agency (Moore & Obhi, 2012). In two experiments, Aarts and van den Bos (2011)
provided empirical evidence that individuals’ explicit belief in free will, as mea-
sured through self-report questionnaires (e.g., “People have complete control over
the decisions they make”; Paulhus & Carey, 2011), is predictive of the strength of
intentional binding (Experiment 1), even when action outcomes are primed
unconsciously (Experiment 2). These findings indicate that the strength of people’s
high level and conceptual belief in free will depends, to a certain extent, on the
subjective sense of control over self-produced actions: The more people feel they
are in control of their actions, the stronger their explicit belief in free will.

Further evidence that subjective sense of control influences people’s belief in
free stems from a series of studies that tested the hypothesis that experiencing either
a chronic or a temporary lack of intentional control over one’s own bodily reactions
can lower people’s belief in free will (Ent & Baumeister, 2014). In one study, the
authors measured belief in free will in people with either epilepsy or panic disor-
ders, two medical conditions characterized by a lack of control over one’s own
actions and behavior. They found that both clinical conditions were associated to
weaker belief in free will as compared to control participants. Although these
observations are correlational, it can be assumed that suffering from a medical
disorder that induces a lack control over behavior lowers one’s belief in free will,
rather than the other way around. Interestingly, the authors also found that tem-
porary changes in the feeling of control over one’s own body, such as experiences
of tiredness, sexual desire, or hunger can affect people’s abstract belief in free will
(Ent & Baumeister, 2014): the more intense the reported physiological need, the
lower the belief in free will. These results indicate that experiencing limited
intentional control over bodily responses, either chronically or temporarily, can
reduce people’s belief in free will.

Additional support for the hypothesis that ‘first-hand’ experience of agentive
control over behavior is a predictor of abstract beliefs about free will comes from a
series of studies showing that people do not attribute the same degree of free will to
themselves as to others. Pronin and Kugler (2010) provided evidence that people
believe their behavior is driven by intentions and free choices to a larger extent as
compared to others—i.e., they attribute more free will to themselves than to others.
While these effects can also involve other cognitive biases (e.g., actor–observer
bias; Jones & Nisbett, 1972), we can speculate that the subjective experience of
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control over one’s own actions and behavior, which is obviously absent for others’
behavior, reinforces people’s belief in their own free will.

In sum, there is empirical evidence that the strength of one’s belief in free will
depends, at least in part, on the subjective experience of being the agent of one’s
own actions and behavior. Put differently, the abstract belief that we have free will
is grounded in the low-level mechanisms that underpin our sense of agency. This
‘sensory-motor’ account of free will could explain why the belief in free will is a
cultural universal. Although different cultures may differ in their conceptualizations
of free will and related ideas, such as moral responsibility (Miller & Bersoff, 1992)
and independent agency (Kashima et al., 1995), the belief that humans have free
will capacities seems to be virtually present in all societies (Sarkissian et al., 2010).

Belief in Free Will and Need for Moral Rules

While the studies mentioned above highlight the sensory-motor foundations of the
belief in free will, other lines of research have examined its social basis. It has been
proposed that the concept of free will has been acquired through evolutionary
processes in order for individuals to live harmoniously in a social and cultural group
(Baumeister, 2008; Dennett, 2003). This functional interpretation of the belief in
free will is analogous to hypotheses about other types of beliefs, such as the belief
in God (Laurin, 2017). Here, the core idea is that the belief in free will is necessary
to hold people morally responsible for their own actions. In other words, people’s
belief in free will would have emerged as a result of extended social interactions
and a shared culture that promotes socially desirable behavior.

This hypothesis has received empirical support from both correlational and
experimental research on the relationship between the belief in free will and social
variables related to moral judgments and punitive attitudes. For instance, people’s
belief in free will is associated with conservative attitudes (e.g., authoritarianism),
the belief in a ‘just’ world (i.e., the belief that people are responsible for their
behavior and must accept the consequences), and with punitive attitudes toward
wrongdoers (Carey & Paulhus, 2013; Crescioni, Baumeister, Ainsworth, Ent, &
Lambert, 2015). These correlations indicate that believing in free will is related to
worldview perspectives emphasizing compliance with moral rules and societal
norms, thereby supporting the idea that the belief in free will plays a key societal
function.

Empirical support for the proposal that the belief in free will is functional for
holding others responsible for their behavior can be found in a series of studies in
which the moral valence of an observed behavior was manipulated experimentally.
It has been shown that wrongful behaviors have a stronger impact on judgments of
responsibility and intentional control, as compared to morally good or neutral
behaviors (Knobe & Fraser, 2008; Young & Phillips, 2011). In other words, the
attribution of free will capacities may be a consequence, rather than the starting

232 D. Rigoni et al.



point, of harmful and immoral behavior. In a series of studies, Clark and colleagues
directly tested the hypothesis that individuals’ belief in free will is modulated by the
motivation to hold people responsible for their wrongful actions (e.g., Clark et al.,
2014). In one of their studies, participants were asked to either read a newspaper
article reporting an immoral behavior (e.g., a corrupt judge) or a control article
about a job search. After reading the article, participants were asked to report their
belief in free will on a standardized scale (Paulhus & Carey, 2011). The rationale
behind this manipulation was that considering an immoral act should lead people to
perceive more intentionality and more controllability in the wrongdoer and should
prompt the need to punish them. This, in turn, should increase their belief in free
will. Results showed that participants reading the newspaper article about the
immoral behavior reported stronger belief in free will as compared to those who
read the control text. The authors expanded this observation in follow-up studies
that also involved more realistic contexts (e.g., a student cheating in the classroom)
as well as nation-level survey data. These findings have consistently demonstrated
that individuals’ belief in free will—as well as their desire for punishment—is
strengthened when they are confronted with unlawful behavior. Importantly, people
not only attribute more free will to the wrongdoers, but they also report stronger
belief in free will for people in general, suggesting that the necessity to attribute free
will to others is not contingent on the current situation, but rather involves a
pervasive psychological process.

The Consequences of Believing or Disbelieving in Free Will

The research outlined above is focused on the cognitive and social sources of
individuals’ belief in free will. Other researchers have examined the question of
whether the belief in free will can be manipulated, and whether such changes can in
turn affect cognition and social behavior. As we describe in the following section,
these studies show that top-down changes in the belief in free will has effects at all
levels, from moral behavior to basic neural and cognitive mechanisms underlying
self-regulation.

Challenging Free Will Affects Social Behavior

Most people believe in free will (Baumeister, Masicampo, & Dewall, 2009;
Nahmias, Morris, Nadelhoffer, & Turner, 2005), but it has been repeatedly shown
that this belief can be reduced by exposing people to philosophical and/or scientific
views that deny free will. For instance, Nahmias et al. (2007) asked participants to
attribute free will and moral responsibility to a person who committed a crime.
Participants were also exposed either to a ‘psychological’ scenario (e.g., “Once
specific thoughts, desires, and plans occur in the person’s mind, they will definitely
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cause the person to make the specific decision he or she makes”) or to a ‘neuro-
scientific’ scenario e.g., (“Once specific chemical reactions and neural processes
occur in the person’s brain, they will definitely cause the person to make the
specific decision he or she makes”) (Nahmias et al., 2007). Results demonstrated
that participants reading the neuroscientific scenario attributed significantly less free
will and moral responsibility to the wrongdoer as compared to those who read the
psychological scenario. While this observation suggests that folk intuitions about
free will and moral responsibility can be modulated by different scientific per-
spectives—in this case a neuroscientific account of human behavior—other
researchers have investigated whether weakening people’s general belief about free
will has behavioral or cognitive consequences. In other words: If belief in free will
is linked to the necessity to hold people responsible for their actions (Baumeister,
2008; Clark et al., 2014), would challenging this belief affect our ethical attitudes?

A number of studies in social psychology have provided consistent answers to
this hypothesis. For instance, Vohs and Schooler (2008) found that weakening
people’s belief in free will increases cheating. In their first experiment, participants
were given a series of mental arithmetic problems that were to be solved. They were
told that due to a computer glitch the solution would appear on the computer screen
while they were trying to solve the problem, but they were asked to prevent the
solution from being displayed by pressing a key after the problem appeared. They
were also told that they should solve the problem by themselves, because the
experimenter would not know whether they pressed the key. Indeed, the actual
dependent variable was the number of times participants pressed the key to stop the
answer from appearing, which was taken as a measure of how honest participants’
behavior was. Crucially, before performing the task, participants had read an extract
from Francis Crick’s book The Astonishing Hypothesis (Crick 1994) that either
provided several scientific arguments against free will (e.g., “Although we appear to
have free will, in fact, our choices have already been predetermined for us and we
cannot change that”) or was neutral about free will. Participants in the ‘anti-free
will’ group reported weaker beliefs in free will after reading the Crick text, as
measured with a self-report measure of the belief in free will (Paulhus & Carey,
2011). Crucially, they also cheated more frequently than those who were exposed to
a neutral message.1 These data were essentially replicated in a second experiment,
in which participants reading the anti-free will text behaved more immorally than
the controls in a task involving more active cheating (i.e., stealing money from the
researcher; Vohs & Schooler, 2008).

A number of follow-up studies used similar belief manipulations and showed
that challenging free will led to a range of antisocial attitudes, including increased
aggression toward others, racism, and reduced helpfulness and cooperative attitudes
(Baumeister et al., 2009; Protzko, Ouimette, & Schooler, 2016; Zhao, Liu, Zhang,

1The key finding of Vohs and Schooler’s Experiment 1 was the object of a replication attempt in
the Open Science Collaboration project (Open Science Collaboration, 2015). While in the same
direction as the original result, the replication result was smaller in effect size and failed to achieve
statistical significance.
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Shi, & Huang, 2014). Other studies reported a reduction of moral blame and
punitive attitudes toward wrongdoers when the belief in free will is weakened
(Shariff et al., 2014), suggesting that people also attribute less moral responsibility
to others when they have to judge their wrongful actions.

In sum, the studies show that shaking people’s belief in free will by means of
exposure to a scientific deterministic worldview encourages selfish and impulsive
behavior, reduces altruistic attitudes, and increases their tolerance in the face of
unethical behavior. Yet, the basic cognitive mechanisms underlying these
belief-related changes in social behavior are still poorly understood. It has been
proposed that the belief in free will promotes effortful and controlled behavior
(Baumeister, 2008); it can therefore be hypothesized that dismissing free will would
impact on the cognitive and neural mechanisms on which effortful and controlled
behavior is grounded. In the next section, we outline a series of studies reporting
how reducing people’s belief in free will can influence such basic processes.

Cognitive and Neural Consequences of Disbelieving
in Free Will

In the last decades, research in experimental psychology and cognitive neuro-
sciences has started to delineate the cognitive and the neural bases of intentional
action control. Theoretical frameworks and models of intentional actions stress the
multifaceted nature of voluntary movements (Brass & Haggard, 2008; Brass, Lynn,
Demanet, & Rigoni, 2013; Haggard, 2008). For instance, Brass and Haggard (2008)
propose that intentional actions involve at least three decisional components con-
cerning the selection of the appropriate action (what), the decision about when to
perform the action (when), and the decision about whether or not the action should
be executed (whether). Empirical evidence indicates that each of these components
relies on distinct brain circuits that involve the pre-supplementary motor area
(pre-SMA) and the supplementary motor area (SMA), the rostral cingulate zone
(RCz), and the dorsal fronto-median cortex (dFMC) (Brass & Haggard, 2008; Brass
et al., 2013). One way to test whether challenging people’s belief in free will affects
volitional action control is therefore to study how cognitive and neural markers of
intentional actions are affected by changes in high-level beliefs about free will. In
the following, we outline a series of studies that investigated how reducing people’s
belief in free will impacts on basic cognitive and neural mechanisms assisting the
execution of goal-directed actions.

Increased activity in the pre-SMA and SMA regions is found during tasks
involving decisions about when a specific action should be executed (Lau, Rogers,
Haggard, & Passingham, 2004; Rigoni, Brass, Roger, Vidal, & Sartori, 2013;
Shibasaki & Hallett, 2006). A familiar neurophysiological index of pre-SMA/SMA
activity is the readiness potential (RP), a slow electrical potential detectable through
electroencephalography (EEG) when the individual performs voluntary hand or
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finger movements, such as pressing a key repeatedly at a chosen time (Kornhuber &
Deecke, 1965; Shibasaki & Hallett, 2006). The RP is assumed to reflect the activity
of the SMA and pre-SMA prior to a voluntary movement (Haggard, 2008; Rigoni
et al., 2013; Shibasaki & Hallett, 2006; see Schurger, Sitt, & Dehaene, 2012 for an
alternative account). Crucially, this component is sensitive to nonmotor variables
such as the level of intention that accompanies the movement (i.e., it is reduced or
absent, e.g., for automatic and involuntary movements) and it can therefore be used
as an index of the intentional involvement during the execution of an action
(Shibasaki & Hallett, 2006).

In an EEG study, Rigoni, Kühn, Sartori, and Brass (2011) investigated whether
the RP was sensitive to a reduced belief in free will. The belief manipulation
procedure developed by Vohs and Schooler (2008) was employed to weaken
people’s belief in free will: the anti-free will group reads a scientific text claiming
that free will is an illusion, while the control group reads a text on consciousness
that was neutral regarding free will. After reading the text, both groups performed a
motor task. They were asked to sit in front of a computer screen and to repeatedly
press a key at the time of their own choosing. The rationale of this paradigm is that,
in the absence of external cues signaling when the action has to be performed,
participants have to choose at what time they want to execute the movement (Libet,
Gleason, Wright, & Pearl, 1983), resulting in activation of the pre-SMA/SMA brain
areas. Self-report measures of individuals’ belief in free will indicated that reading
the anti-free will text weakened people’s belief in free will. Most importantly, the
amplitude of the RP preceding the execution of the movement was significantly
reduced in the group reading the anti-free will text, as compared to the control
group (Rigoni et al., 2011). This observation indicates that dismissing free will
attenuates the activation of brain areas that are involved in the decision about when
to perform a specific action, and was interpreted as evidence that weakening peo-
ple’s belief in free will can affect intentional engagement into action preparation.
Further studies expanded the observation that challenging free will affects inten-
tional engagement in motor performance by looking at the subjective experience
accompanying intentional actions. Lynn and colleagues (2014) used the intentional
binding paradigm to measure individuals’ sense of agency over self-produced
actions after the belief manipulation (Lynn, Muhle-Karbe, Aarts, & Brass, 2014).
They observed that intentional binding was reduced in participants reporting a
reduced belief in free will after being primed with an anti-free will scientific text,
suggesting that free will beliefs affect people’s feeling of being in control of their
own actions.

While these studies indicate that weakening abstract beliefs about free will can
influence the neural and cognitive indices of intentional action, other studies used
similar procedures to investigate whether disbelieving in free will affects compo-
nents of intentional action more directly related to action control. One crucial aspect
of action control is the evaluation of action-effects (Haggard, 2008): efficient action
control requires the ability to monitor the consequences of the action and to adjust
future actions accordingly. This capacity is particularly important in the case of
performance errors: when you write an e-mail, for instance, it is important that you
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are able to identify typing errors and correct them. Error monitoring is thus a key
component of a broader set of abilities that are typically defined as cognitive control
(Botvinick, Braver, Barch, Carter, & Cohen, 2001).

Previous studies have shown that error monitoring processes are malleable to
control-related beliefs (Inzlicht & Tullett, 2010; Moser, Schroder, Heeter, Moran, &
Lee, 2011). For instance, individuals believing that their abilities and skills can
develop through effort (i.e., a belief referred to as growth mindset) show enhanced
behavioral and neurophysiological correlates of error monitoring, as compared to
individuals who believe they cannot do anything to improve their skills (Moser
et al., 2011). In addition, religious believers—i.e., people who believe life events
are ultimately controlled by a divine entity—show a reduced neurophysiological
response to errors, as compared to nonbelievers (Inzlicht & Tullett, 2010). Taken
together, these data show that neurophysiological mechanisms underlying error
monitoring can be influenced by individuals’ belief about how much they are in
control of their own actions and behavior.

One EEG study investigated whether leading people to be skeptical about free
will impairs neurophysiological markers of error monitoring and action adjustment
(Rigoni, Pourtois, & Brass, 2015). After reading either an anti-free will text or a
neutral text, participants performed a go-no-go task, a type of conflict task (Vocat,
Pourtois, & Vuilleumier, 2008) in which people are required to respond with a key
press as fast as possible to ‘go’ stimuli (e.g., a green arrow) but must withhold their
response to infrequent ‘no-go’ stimuli (e.g., a black arrow). Time pressure in this
type of task typically leads participants to commit a considerable amount of
response errors, allowing researchers to investigate the neural signals of error
processing. An EEG marker of error processing is the Error-Related Negativity
(ERN; Falkenstein, Hohnsbein, Hoormann, & Blanke, 1991; Gehring, Goss, Coles,
Meyer, & Donchin, 1993), a brain wave which is presumably generated by neurons
in the midline of the brain, such as the anterior cingulate cortex (ACC) and the
SMA (Bonini et al., 2014). The ERN is thought to reflect the comparison between
the actual and intended or expected action effect, and it therefore signals the
reaction of the brain when responses do not lead to the expected or desired effects
(Holroyd & Coles, 2002; Oliveira, McDonald, & Goodman, 2007). In addition, the
ERN is sensitive to the subjective value of errors. For instance, the ERN is larger
when response errors result in money loss, as compared to when no money is
involved (Pailing & Segalowitz, 2004). This component can thus be considered a
‘cortical alarm bell’ (Inzlicht & Tullett, 2010) that indicates that performance is
deviating from desired states. When measured after the anti-free will manipulation,
the ERN was significantly reduced as compared to that measured from participants
who read a neutral text unrelated to free will (Rigoni et al., 2015). In this study, the
ERN was also measured prior to the reading of the anti-free will or neutral texts,
and it could be demonstrated that the magnitude of the ERN was significantly
diminished in the anti-free will group only, while it remained unaltered in the
control group.

While these observations indicate that high-level beliefs about free will can
shape neural responses to performance errors, an important question is whether
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these effects lead to observable changes in behavioral performance. This hypothesis
was tested in a behavioral experiment in which participants performed a similar
conflict task before and after reading either anti-free will or neutral scientific
material (Rigoni, Wilquin, Brass, & Burle, 2013). Behavioral reactions to errors can
be appraised by measuring post-error adaptation (Rabbitt & Rodgers, 1977), that is,
a slowing down of the response time on a given trial n after committing an error on
the previous trial n-1. Post-error adaptation is assumed to reflect the implementation
of control mechanisms intended to adjust subsequent behavior after an error, and
therefore signals increased ‘response caution’ following an error (Dutilh et al.,
2012; see Notebaert et al., 2009 for an alternative account). While large post-error
adaptation indicates the implementation of cognitive control, a diminished
post-error adaptation reveals degraded action monitoring (Botvinick et al., 2001). It
was observed that post-error adaptation was diminished in participants reading the
anti-free will text, as compared to control participants. Leading people skeptical
about free will diminished response caution after an error was committed, pre-
sumably indicating a careless attitude toward performance improvement (Dutilh
et al., 2012).

In sum, these studies provide evidence that basic cognitive and neural markers of
action control are altered when participants’ belief in free will has been challenged.
These observations substantiate the interpretation that believing in free will
encourages the implementation of self-regulatory mechanisms, such that reducing
free will beliefs can decrease the willingness to implement behavioral control.

Conclusion and Final Remarks: Is Belief in Free Will
a Meta-Representation?

Here, we presented empirical evidence indicating that philosophical intuitions
concerning free will are grounded in the bodily experience of being in control of
ourselves (Aarts & van den Bos, 2011; Ent & Baumeister, 2014), and that the extent
to which people believe in free will depends, in part, on the desire to hold people
responsible for their own behavior (Clark et al., 2014; Knobe & Fraser, 2008;
Young & Phillips, 2011). At the same time, scientific arguments that challenge the
existence of free will can alter people’s belief in free will, which in turn leads to
changes in social behavior (Baumeister et al., 2009; Shariff et al., 2014; Vohs &
Schooler, 2008) as well as cognitive (Lynn et al., 2014; Rigoni, Kühn, Gaudino,
Sartori, & Brass, 2012; Rigoni et al., 2013) and neural (Rigoni et al., 2011, 2015)
markers of action control.

These data suggest that discussions around the basis of actions can alter our
experience and can change our behavior. It remains unclear, however, how abstract
beliefs about free will and related constructs influence (and are influenced by) social
behavior as well as neural and cognitive mechanisms of action control. We spec-
ulate that the belief in free will can be conceptualized as a form of metacognitive
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judgment of actions of the self and others (Frith, 2012). While metacognition is
typically defined in a very broad sense as the ability to consciously reflect upon
one’s own states, or ‘cognition about cognition’ (Carruthers, 2009), more formal-
ized models define it more narrowly as an unconscious representational re-
description process (Timmermans, Schilbach, Pasquali, & Cleeremans, 2012) or as
a set of control processes that make use of representations of the properties of other
cognitive processes (Shea et al., 2014). The belief in free will can therefore be
viewed as a meta-representation that defines how lower level or first-order repre-
sentations are implicitly or explicitly held and processed (Timmermans et al.,
2012). In addition, as any other belief, the representational content of the belief in
free will can be described as a propositional attitude about how we (and others) act
in the environment (e.g., “I can decide to do X even in presence of internal or
external constraints”) and how we perceive and interact with others (e.g., “He
deserves to be punished because he acted freely”) (Connors & Halligan, 2014).

It can be assumed that, if the belief in free will influences how we act, it would
also affect how we perceive and judge others’ behavior (Gallese, 2007). The
concept of free will thus links one’s own subjective experience of actions that we
cause and one’s perception of other people’s actions. In this respect, it is interesting
to note that contemporary models of metacognition (Fleming, Dolan, & Frith, 2012)
explicitly assume that the mechanisms through which one assesses one’s own
performance are germane with the mechanisms involved in appraising other peo-
ple’s behavior. Metacognition, in this sense, is intimately linked to theory of mind
(i.e., the ability to attribute mental states, such as intentions, emotions and beliefs to
others). In both cases, high-level redescriptions of first-order behavior provide a
narrative through which to understand the basis of action. Our proposal is therefore
that such high-level redescriptions are subtended by internal models of what it takes
to be a free agent, and as such, they can be readily modified by other beliefs, by
social interactions, and by the specific circumstances in which action is deployed or
observed. There is thus an interactive, embodied loop that extends not only from
our behavior to our subjective experience of action, but also from the behavior of
other people to our judgments about that behavior.

One can therefore speculate that explicit beliefs about free will would affect
social cognition, namely how individuals conceptualize their social environment.
Previous findings indicate that weakening people’s belief in free will reduces
punishing attitudes toward hypothetical criminals (Krueger, Hoffman, Walter, &
Grafman, 2014; Shariff et al., 2014). These results show that disbelieving in free
will influences how people interpret others’ behavior. One possible interpretation of
these data is that a decreased belief in free will redescribes the representation of our
own and others’ behavior as more constrained by internal or external contingencies.
Further research should thus examine how more basic cognitive and neurophysi-
ological processes of social cognition are influenced by people’s (dis)belief in free
will.
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PART I: Identifying and Explaining God Beliefs

What Is Religion and What Is God?

Scholars have identified four major dimensions that can be used to describe any
modern religion (Saroglou, 2011). First, religions have a behavioral component:
Part of what it means to be religious is to follow a set of prescribed rules. Some
religions impose dietary restrictions on their adherents, for instance, and others
demand that they follow a strict schedule of daily prayer. Second, religions typi-
cally involve communities: Most often, at least some of the behaviors are practiced
in the company of others. Members of these communities can monitor each other’s
compliance with the religion’s rules, and reinforce each other’s commitment to the
faith. Third, religions provide their adherents with a moral code: a set of guidelines
that define what is right and what is wrong. Fourth, religions organize and legit-
imize all three of these components through a system of shared beliefs. In particular,
central to many modern religions—and central to the aims of this chapter—is the
belief in a powerful supernatural force often called God.

But what, exactly, is God? Our species has seen hundreds of different religions,
and they have each treated the idea of God differently. Polytheistic religions
worship numerous Gods—for example, Hindus pray to a large number of deities—
while monotheistic religions, like Judaism, Islam and Christianity, believe in a
single supreme being. Different monotheistic religions represent this supreme being
somewhat differently—for instance Christians pray to a singular God that is sup-
posed to exist in three different forms (Father, Son and Holy Spirit), whereas Jews
and Muslims believe in a God who has only one form. And some religions, like
Buddhism, appear to not believe in any sort of God at all.

Nevertheless, from these differences there emerge some commonalities, and in
particular, many scholars argue that most religions in practice draw people toward
believing in some form of singular God-like entity. For instance, in polytheistic
religions like Hinduism, many followers adopt a view more akin to polymorphism:
They may worship Gods that take on different forms, while also believing that all
those forms emanate from a single divine essence. And in seemingly nontheistic
religions like Buddhism, adherents often in practice believe in a singular creating
God-like essence (see Norenzayan, 2013; Norenzayan & Atran, 2004, for a review).

Thus, the religions that are most widely practiced today gravitate toward a belief
in a single God; moreover, they tend to attribute that God the same three charac-
teristics. The Gods most people worship today are powerful—that is, they can
intervene in worldly affairs and directly influence human outcomes. They are
watchful—that is, they can observe worldly affairs and are very aware of human
actions. And they are morally invested—that is, they care about how humans
behave, and prefer them to behave morally, rather than immorally. These charac-
teristics are most clearly true of the world’s major monotheistic religions
(Christianity, Judaism and Islam); however, the notion of a powerful supernatural
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being capable of punishing humans for misbehaving exists even in societies and
religions traditionally thought to be atheistic (e.g., in China, Slingerland, 2013; and
in ancient Greece and Rome; Mikalson, 2010; Rives, 2007).

The Cultural Evolution of Big God Beliefs

Several different perspectives exist to explain why human beings tend to believe in
God. Some have argued that beliefs in God are a by-product of the way humans
think (Atran & Norenzayan, 2004; Boyer, 2001; Barrett, 2000). For instance, we
may believe in God because of our tendency to mentalize (e.g., Barrett & Keil,
1996) or to believe that events happen and objects exist for a purpose (e.g., Evans,
2001; Pyysiäinen, 2009). Others suggest that we believe in God because it assuages
our existential anxieties, or fulfills other important intrapsychic needs (e.g., Gray &
Wegner, 2010; Vail, Arndt, & Abdollahi, 2012). The perspective I take in this
chapter, though, is based on the notion of cultural evolution.

The Cultural Evolution Account

According to this perspective, it is no mere coincidence that so many different
human societies embrace not only beliefs in a supernatural agent, but seemingly
extremely similar beliefs about supernatural agents who are specifically powerful,
watchful, and morally invested. Indeed, some recent scholarship suggests that
beliefs in these kinds of agents emerged through a process of cultural evolution,
spreading because they solve a pressing human need: The need to maintain
cooperation in large-scale groups. Genetic (Boyd & Richerson, 1988; de Waal,
2008) and reputational mechanisms (e.g., Henrich & Henrich, 2007; Panchanathan
& Boyd, 2003) can explain why we cooperate with our family members, and with
others with whom we have ongoing relationships. But once human societies expand
beyond small groups where everyone knows everyone else—that is, beyond groups
of about 150 people (Dunbar, 2003; but see Smith, 1996)—those mechanisms can
no longer account for how we manage to, for the most part, get along and cooperate
with each other (Chudek & Henrich 2011; Chudek, Brosseau, Birch, & Henrich,
2013).

Instead, the cultural evolution hypothesis proposes that, to explain large-scale
human societies, we need mechanisms through which people believe that their
behavior will be monitored, and potentially punished, by a force more powerful
than other humans. Powerful, watchful, morally invested Gods—otherwise known
as Big Gods (Norenzayan, 2013)—provide just such a mechanism. If I believe in a
Big God, then I know that if I cheat my neighbor, even if I do it under the cover of
anonymity, the Big God will see it (because he is watchful), judge me negatively
(because he is morally concerned) and punish me (because he is powerful enough to
do so). Therefore, if everyone in my group believes in such a God, then everyone
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will cooperate. This, according to the cultural evolution hypothesis, is the cultural
evolutionary pressure that selected for Big God beliefs: Cultures that promoted
shared beliefs about powerful, watchful, morally invested Gods survived and
thrived because they could grow while continuing to cooperate; those that did not
could not grow beyond a certain size without dissolving in conflict or other failures
of cooperation.

Some Evidence for the Cultural Evolution Account

As evidence for this theory, scholars point to different sorts of evidence. One set of
empirical findings consists of anthropological observations relating various features
of groups to the presence of Big Gods. For instance, even controlling for numerous
potential confounds, cross-cultural analyses find that the size of a society directly
predicts the “size” of that society’s Gods (Peoples & Marlowe, 2012; Roes &
Raymond, 2003). That is, larger societies are more likely to contain cultural notions
of a single powerful, watchful, and morally concerned God. As another example,
cultures where natural resources are scarce are more likely to have Big Gods who
are believed to specifically encourage people to be cooperative and prosocial in
their use of these resources (Botero et al., 2014). This is consistent with the
argument that Big God beliefs are an important cultural tool for solving the problem
of large-scale cooperation, and therefore for permitting societies both to expand and
also to subsist in suboptimal environments.

A Digression About Priming Religious Beliefs

Another critical set of empirical findings is that Big Gods in today’s modern society
have three effects consistent with the idea that they continue to serve the culturally
adaptive function of promoting broad cooperation. These effects—along with many
of the findings discussed in this chapter—have largely been documented using a
technique called priming, so it is worth a brief digression to describe how this
works. Priming involves activating a mental representation in someone’s mind. If I
talk to you about chocolate cheesecake, for instance, this will activate your mental
representation of chocolate cheesecake, because that is what you will be thinking
about. But it may also activate other related mental representations—for instance
your mental representations of chocolate bars, of strawberry shortcake, of dessert in
general, and maybe even of that diet you promised yourself you would stick to
(Schvaneveldt & Meyer, 1973). But the key to priming is that once activated, a
mental representation remains accessible for some duration, and can thereby
influence a person’s perceptions, judgments, and behavior (e.g., Eitam & Higgins,
2010). To use the same example, for some period of time after our conversation, if
you see something brown and round you may mistake it for a chocolate cake, or
you may find yourself reaching for a chocolate bar when you get hungry, rather
than a different snack option. In the context of research on Big Gods, researchers
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have primed the concept of God, sometimes explicitly (e.g., by having participants
read a passage about God, e.g., Laurin, Kay, & Fitzsimons, 2012a, Study 6), or by
having them answer questions about their beliefs about God (e.g., Laurin, Shariff,
Henrich, & Kay, 2012b), and sometimes implicitly (e.g., by having participants
play a word game that happens to involve a few words related to God in it—one
advantage of implicit priming techniques is that they preempt demand character-
istics: Because participants are not aware that the researchers intended to make
them think about God, they cannot guess how the researchers hope they will act,
and this guessing can therefore not influence their behavior).

By comparing the behavior of a group of people who have completed this kind
of priming task to the behavior of a different group of people assigned to a control
task, researchers can infer the causal influence of having God on the brain. That is,
they can identify how religious thoughts influence people’s thoughts or behavior.
The real question of this chapter, though, is about the role of religious beliefs, not
religious thoughts. The (methodological) problem with religious beliefs is that they
are not randomly distributed, so any kind of thought or behavior that is more
prevalent in believers than nonbelievers is not necessarily caused by belief. The
most illuminating studies on this front have therefore combined priming techniques
with measuring people’s own beliefs to uncover the beliefs’ causal role. For
instance, some use a priming manipulation that simply varies whether or not par-
ticipants are asked about their beliefs about God prior to completing the experiment,
and observe effects that emerge only among participants who are thus reminded of
the fact that they themselves belief strongly in Big Gods (e.g., Laurin et al., 2012b).
Studies that use other priming methods tell us most directly about the causal role of
religious thoughts. However, it is extremely likely that religious beliefs are a source
of frequent religious thoughts: If I believe in God, I will likely find myself thinking
about God more often than someone who does not. Moreover, I will probably
surround myself with people who share my belief (e.g., Hitsch, Hortacsdu, &
Ariely, 2010), and the conversations I have with these people may cause me further
to reflect on God. Therefore, the consequences of thinking about God are very
likely, also consequences of believing in God, although beliefs may have additional
consequences that priming methods are less suited to discovering.

More Evidence for the Cultural Evolution Account

To return to the subject at hand, the priming techniques I just described are what
have allowed researchers to demonstrate three effects of Big God beliefs that
support the idea that these beliefs continue to serve the culturally adaptive function
of promoting broad cooperation. First, people seem to equate Big Gods with
monitoring: Thinking about these Gods makes people feel they are being watched
(Gervais & Norenzayan, 2012). Importantly, they seem to believe Big Gods are
specifically watching for and noting violations of norms or group morals: People
are quicker to respond when asked whether Big Gods know about norm-violating
behaviors, than when asked whether they know about other kinds of behaviors,
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indicating that they more readily associate Big Gods with knowing about norm
violations (Purzycki et al., 2012). Thus, people’s current interactions with Big Gods
are consistent with the notion that these Gods emerged in part because they make
people feel that their behaviors—in particular their behaviors that go against group
norms, like failing to cooperate—will be seen.

Second, presumably in part thanks to this monitoring function, Big Gods do help
ensure cooperation. It has now been nearly ten years since two independent labs
working separately produced the first experimental evidence demonstrating that
religious notions, and more specifically the idea of God, can make people less likely
to cheat and more likely to be generous toward strangers. For example, in one
study, participants who first read a series of words related to religion were less
likely to cheat by opening their eyes during a money making task they were meant
to do with their eyes closed (Randolph-Seng & Nielsen, 2007). In another, par-
ticipants who played a word game that involved words related to God—i.e., primed
with the notion of God—shared more of the money the experimenter gave them
with an anonymous other participant (Shariff & Norenzayan, 2007). In other words,
the notion of God can make people less likely to selfishly prioritize their own gain
at the expense of others (e.g., of the experimenter who had to pay the cheaters extra
money), and more likely to do things that will instead help others. Follow-up work
has found that these effects emerge primarily because of people’s views of God as
punitive—in other words, God does not make people nice because they believe in a
nice God and they want to be like God; rather, God makes people nice because they
want to avoid God’s punishment (Shariff & Norenzayan, 2011; Yilmaz &
Bahçekapili, 2016; see also Henrich et al., 2010). A recent review of the nearly 100
studies that have subsequently replicated this basic pattern indicates that these
effects are reliable and replicable (Shariff, Willard, Andersen, & Norenzayan,
2016). Together, then, substantial empirical evidence confirms that Big Gods can
ensure cooperation.

Third, and finally, Big Gods help attenuate favoritism toward close others, and
broaden the scope of people’s generosity. For instance, in one set of studies con-
ducted in the United States, priming participants with the notion of God, but not
priming them with the concept of religion in general, made them more likely to
donate money to the Mexican Red Cross—that is, to share their resources with a
group dedicated to helping outgroup members (Preston & Ritter, 2013). Similar
results have also been found using villagers from a small-scale horticulturalist
society: Villagers who more strongly believed in punitive Gods were more likely to
give money to a random stranger from a different village, rather than to themselves
or to a resident of their own village (McNamara, Norenzayan, & Henrich, 2016). In
other words, Big Gods may help people to be less parochial, and to instead
incorporate strangers into their group, which is consistent with the idea that Big
Gods played a critical role in helping societies expand.
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PART II: By-products of Culturally Evolved
Big Gods Beliefs

Thus, evidence is mounting for the notion that beliefs in Big Gods emerged as a
cultural adaptation to solve a specific societal need. However, this does not mean
that the effects of beliefs in Big Gods are constrained to only relate to that specific
societal need. Features that evolve because they serve one particular adaptive
function can nevertheless serve other functions, or have other effects, as well.

Examples of such evolutionary by-products abound in the literature on genetic
evolution, and they can be either positive or negative. When the by-products have
an adaptive effect, they are sometimes called exaptations or spandrels (Buss,
Haselton, Shackelford, Bleske, & Wakefield, 1998). As an example of such an
adaptive by-product, take birds’ ability to fly (e.g., Sumida & Brochu, 2000). The
latest scholarship indicates that feathers, which are critical to birds’ ability to fly,
did not in fact evolve because of that function. Instead, scientists believe that
feathers may have evolved because they help animals regulate their temperatures,
protect themselves from water, or dispose of waste (Bock, 2000). Only later did
some organisms start using their feathers for flight, and feathers have since evolved
further in response to this new function, such that they now provide more
flight-related functionality than temperature-related functionality. Importantly, this
example illustrates how it may be possible for evolved features to stop serving their
original function, if they begin to serve a new, still adaptive function: It seems at
least possible that feathers could lose their heat regulatory function altogether, and
still continue to exist because they enable flight, which is crucial to most birds’
survival.

Other times, though, the by-products are negative. For instance, consider sickle
cell anemia (e.g., Williams et al., 2005). People whose genetic background traces
back to geographical regions where malaria has long been rampant often have a
particular genetic adaptation that changes the shape of their red blood cells to
protect them against the disease. But at the same time, this adaptation—called sickle
cell—causes anemia. Evolutionary processes nevertheless retained the sickle cell
genes because anemia, the negative side effect, is less severe than malaria, against
which the genes provide a defense.

Thus, at least when it comes to genetic evolution, we know that just because a
feature evolved as a result of one particular adaptive function, it may continue to
persist while causing other effects as well, whether these are adaptive, maladaptive,
or neutral. This phenomenon has not been formally studied in the domain of cul-
tural evolution, perhaps because the scholarship on cultural evolution is still in its
infancy: Although early thinkers acknowledged that evolution might occur at the
level of groups (Darwin, 1877; James, 1880), the first scientists to take this idea
seriously and develop it into a more complete theory did not do so until the 1980s
(Boyd & Richerson, 1985; Cavalli-Sforza & Feldman, 1981; Lumsden & Wilson,
1981). That said, it seems straightforward to assume that cultural evolution can
generate by-products in a similar fashion to genetic evolution. Any characteristic,
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like beliefs in Big Gods, that has evolved as a result of a particular adaptive need
may nevertheless have additional effects, unrelated to that need, that are either
positive or negative—so long as its net effect remains adaptive for the broader
culture. In the remainder of this chapter, I consider each of the traits of Big Gods,
and discuss findings on their by-products.

By-products of Big Gods’ WATCHFUL Nature

First, what might be the by-products of the watchful nature of Big Gods? The
existing literature points to one particular domain outside of cooperation where
watchful Gods may influence human behavior: self-regulation (see Laurin & Kay,
2016). Briefly, self-regulation means guiding and correcting one’s behavior in the
service of pursuing goals and achieving psychological well-being (Barkley, 1997;
Carver & Scheier, 2011; Kanfer & Karoly, 1972; Muraven & Baumeister, 2000).
Moreover, self-regulation rests on the convergence of two different factors:
Good self-regulation requires a general set of abilities (Carver & Scheier, 1998),
but it also requires motivation, or a situation-specific willingness to engage
self-regulatory skills (Bandura, 1997; Vroom, 1964).

Watchful Gods and Self-regulatory Ability

In theory, Big Gods should help boost both of these elements, although the
empirical evidence is merely suggestive rather than conclusive. First, in terms of the
abilities required for self-regulation, one critical skill is self-monitoring: Once a
student has settled on her target GPA, she must continually note her performance
and compare it to the standard she has set if she is to detect the discrepancies and
act to reduce them (Carver & Scheier, 1998). All else being equal, then, she will
have better self-regulatory skills if she more regularly checks in and notes her
performance.

I noted earlier that Big Gods’ watchful nature can enhance public
self-awareness: That is, thinking about Big Gods can make people extra conscious
of how they appear to others. Moreover, more recent findings indicate that thinking
about God can prompt private self-awareness (Kitchens, 2015). Both these states
imply some form of monitoring, with public self-awareness making people aware of
their external states related to interpersonal goals, and private self-awareness
making people aware of their internal states related to intrapersonal goals (Arkin &
Baumgardner, 1986; Baumeister, 1982; Schlenker, 1980, 1986). Thus, to return to
our example, if the student comes to think about God, she will find herself regularly
updating her sense of where she stands—whether relative to her own internal
standards or to her perception of others’ standards for her. As a result, she will more
often note discrepancies that she needs to act on. In other words, because Big Gods
are watchful, they may boost self-monitoring, which will in turn make people better
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at self-regulation. Some research supports this idea (Carter, McCullough, & Carver,
2012; Kim-Spoon, Farley, Holmes, Longo, & McCullough, 2014; see also
McCullough & Willoughby, 2009). However, this research has not examined the
causal role of Big Gods’ watchfulness specifically, and has rather examined the
correlational associations of religiosity more broadly. There may be other reasons
why religion promotes self-monitoring, and thus self-regulation; future research
may isolate the role of Big Gods.

Watchful Gods and Self-regulatory Will

Second, in terms of the motivation required for self-regulation, Big Gods’ watch-
fulness can help as well. In particular, the sense that one is being watched, or that
others are monitoring one’s behavior, can instill in people a desire to avoid mis-
behaving (Baldwin & Holmes, 1987; Dahl, Manchanda, & Argo, 2001; Latané,
1981; Leary, 1995; see also Zhong, Bohns, & Gino, 2010). In the context of
self-regulation, “misbehaving” means succumbing to temptation: If I am on a diet,
eating the chocolate cake instead of the fruit salad for dessert constitutes misbe-
having. Thus, Big Gods’ watchfulness, because it makes people feel monitored by
others, should motivate them to resist temptations.

The cultural evolution hypothesis and the evidence for it that I described in the
first part of this chapter already demonstrates how Big Gods and their watchfulness
can help people resist specific temptations to cheat or to be selfish (e.g.,
Randolph-Seng & Nielson, 2007; Shariff & Norenzayan, 2007)—indeed this may
be the primary function that Big Gods emerged to serve. The argument I am making
here, though, is that in addition to that culturally adaptive benefit of helping
societies avoid the temptation of behavior that is not prosocial and cooperative,
these Big Gods provide the by-product of helping people avoid temptations in a
broad range of domains.

Some studies support this notion as well. For instance, in one study of partici-
pants pursuing health goals, those who read a passage about God ate fewer cookies
in the context of a taste testing session, compared to those who read an unrelated
neutral passage (Laurin et al. 2012a). Not only that, in a second study in the same
paper, participants who played a word game filled with God-related words showed
more negative implicit associations with unhealthy foods on a later reaction time
task, relative to participants who played a word game that included no God-related
words.

To summarize, perhaps because thinking about a watchful God makes people
monitor themselves, the notion of God can make people skilled at pursuing their
goals. Moreover, at least in part because thinking about a watchful God makes
people feel that others are monitoring them, the notion of God also makes them
willing to resist the temptations that threaten to derail their pursuits, even when it
comes to goals that are unrelated to the kinds of cooperative, prosocial goals that
Big Gods presumably evolved to facilitate.
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By-Products of Big Gods’ POWERFUL Nature

Second, what might be the by-products of the powerful nature of Big Gods? Here
the research points to effects in two separate domains.

Self-regulation

One of these domains is, again, self-regulation, but the effects of a powerful God are
less straightforward than the effects of a watchful God (see Laurin & Kay, 2016).
On the one hand, a powerful God may decrease people’s motivation—if not their
skill—to pursue their goals. One of the critical beliefs that is required for motivation
to exist in the first place is the belief that one can, with sufficient effort, accomplish
the goal (e.g., Bandura, 1997). But, as might be expected given God’s powerful
nature, when believers are exposed to the word “God”—even very briefly, so
briefly that they could not have consciously noticed it—they feel they play less of a
role in causing events that occur (Dijksterhuis, Preston, Wegner, & Aarts, 2008).
That is, after being subliminally primed with the word “God”, people claimed that
they were less responsible for making a letter disappear from a computer screen,
presumably because they attributed some of that responsibility to God. Similarly,
a theoretical model of compensatory control (Kay, Gaucher, Napier, Callan, &
Laurin, 2008) suggests that perceptions of God’s control have a hydraulic rela-
tionship with perceptions of personal control: The more control a person ascribes to
herself, the less she ascribes to God, and vice versa. Together, these ideas suggest
that God’s powerful nature may make people feel that they themselves lack the
ability to produce the outcomes they desire, which can reduce their motivation to
try to pursue these outcomes.

A similar argument can be made drawing on the social loafing literature (Karau
& Williams, 1993). Research on social loafing shows that when people share the
responsibility for their outcomes with other entities, they recognize that their out-
comes are therefore contingent on not only their own but also others’ decisions and
behaviors. As a consequence, sharing the responsibility in this way makes people
invest less effort toward goal attainment (Karau & Williams, 1993). To use a classic
example, imagine two different tug of wars: One pitting two individual people
against each other, and one where each of those people has five teammates also
pulling with them. The social loafing literature suggests that often, people will pull
less hard in the second scenario, relying on their teammates to do most of the
pulling. Similarly, if people view a powerful God as being on their team—as
helping them to achieve their goals—they may lessen their own efforts, relying on
God to help them succeed.

Thus, if people view a powerful God as constraining their own ability to control
their outcomes, or as intervening on their behalf to help them succeed, then this
powerful God may decrease people’s willingness to invest their own efforts in
pursuit of important goals. Our own research has documented this very
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phenomenon (Laurin et al., 2012a). For instance, engineering students who played a
word game that involved a few words related to God later worked less hard on an
anagram task they believed was related to their likelihood of success in engineering.
Moreover, they were especially likely to work less hard if they had previously told
experimenters that they believe that external forces could possibly influence their
engineering success: There was no effect at all among participants who had instead
indicated that they felt they were the sole authors of their professional destiny. And,
in a different study in the same paper participants who read a passage about a
powerful God—but not those who read about a watchful God or a creator God—
expressed less of a willingness to invest efforts in pursuing their self-identified
career goals. Both these findings suggest that the thought of a powerful God who
can influence one’s outcomes makes people work less hard in pursuit of that
particular outcome.

A different theoretical perspective, though, suggests that the idea of a powerful,
interventionist God can instead increase people’s motivation to pursue their goals.
External controlling forces like Big Gods provide order and structure in our daily
life, ensuring that the world is a sensible place where specific actions do in fact lead
to predictable outcomes. From this perspective, a powerful God can guarantee the
kind of order and contingency that is a prerequisite for motivation (Kay, Laurin,
Fitzsimons, & Landau, 2014; Landau, Kay, & Whitson, 2015): In order to be
willing to try hard and invest efforts in pursuit of goals, people must have faith that
specific consequences reliably follow certain actions (Vroom, 1964; Laurin,
Fitzsimons, & Kay, 2011).

Some evidence supports this perspective as well: In five experimental studies,
people invested more effort in pursuit of their goals after thinking about environ-
mental order—even order unrelated to the goals they were pursuing (Kay et al.,
2014). Similarly, disorganized environments hindered self-regulation, whereas
organized environments resulted in better self-regulation (Chae & Zhu, 2014).
Although none of this research directly examined the role of powerful Gods, if it is
true that these Gods can help restore people’s sense that the world is orderly (Kay
et al., 2008), they suggest that these Gods can thereby facilitate goal pursuit.

Thus, two separate lines of work indicate that powerful Gods can have opposing
effects on people’s motivation to pursue their goals. On the one hand, they can
make people feel they have less control over their outcomes, or that a powerful
friend is stacking the deck in their favor, which can make them try less hard. On the
other hand, powerful Gods can make people feel confident that the world is orderly
and sensible, which is required for them to be willing to invest their own time and
energy, and which may make them try harder. No published papers have reconciled
between these two sets of findings, but emerging evidence suggests a possible
moderator that can determine whether people see God as a welcome provider of
order and structure, or instead as a force capable of interfering with or substituting
for their own power. In particular, these perceptions may depend on people’s
current sense of their own ability to pursue their goals. If they feel unsure in this
regard, a powerful God may remind them that the world is an orderly, logical place,
and that all they have to do is take things one step at a time. If instead they are
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feeling confident in their own individual abilities, then a powerful God may remind
them that their own individual abilities are not all that matters. Consistent with these
ideas, when people are made to question their ability to succeed—for instance
through manipulations that reduce self-efficacy (Khenfer, Roux, Tafani, & Laurin,
2016b) or when they think about the detailed list of actions required (Khenfer,
Laurin, Tafani, Roux, & Kay, 2016a)—but not when they are made to feel confi-
dent, powerful Gods restore their motivation to pursue their goals.

To summarize, the by-products of God’s powerful nature when it comes to
self-regulation are multifaceted. Powerful Gods can either bolster or undermine
individual goal pursuit motivation, and while early findings point to one possible
way of predicting which of these effects will emerge, future research may further
confirm this idea or propose others.

I turn now to the second, related domain of powerful Gods’ by-products.

Prosocial Punishment

Another consequence of the idea of God’s power, perhaps in conjunction with the
idea of God’s moral concern, relates to people’s willingness to take on the particular
social responsibility of punishing those who fail to help the group. This social
responsibility, known as prosocial punishment, means going out of one’s way, or
incurring costs, in order to punish those who behave antisocially to dissuade them
and others from doing so in the future. There is ample evidence, ranging from lab
experiments to field investigations, that prosocial punishment helps societies remain
cooperative (e.g., Barclay, 2006; Fehr & Gächter, 2000, 2002; Henrich et al., 2010).
Moreover, those same studies show that people are willing to engage in this costly
punishment even when they themselves do not stand to benefit directly from doing
so. In other words, when people see Person A harm, or fail to cooperate, with
Person B, even if both of those people are complete strangers, people are willing to
spend their own resources to punish Person A.

But recall the notion of social loafing I alluded to earlier: People work less hard
toward achieving a given end when they know they are not alone in the endeavor.
The same principle applies here: People are less willing to engage in costly pun-
ishment when they know others have the opportunity to do so (O’Gorman, Henrich,
& Van Vugt, 2008). Thus, if people view God as caring about human beings’ moral
conduct, and as powerful enough to punish those who fail to exhibit this moral
conduct, they may loaf: They may choose to keep their resources for other pur-
poses, and let God take on the responsibility of punishing wrongdoers. Consistent
with this idea, at least one set of studies has found that reminders of God, partic-
ularly among people who believe in a powerful, interventionist God, make people
less willing to spend their own money to punish another participant for failing to
share resources appropriately with another person (Laurin et al., 2012b). Moreover,
that same paper reports that these reminders make people less willing to see their
tax dollars invested in efforts to catch and punish criminals. Interestingly, however,
these same studies also find that these effects run counter to the effects of religion
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more broadly: That is, being religious in general makes people more willing to
invest their own resources in punishing wrongdoers, while the specific belief in a
powerful, interventionist God makes them less willing to do so.

This same idea of outsourcing costly punishment to God may apply to other
domains of social responsibility as well (but see Be’ery & Bloom, 2015). That is,
whenever people see that God’s likely interventions align with areas of social
responsibility, they may choose to let God take charge. For instance, if people
believe that God cares to preserve the environment, they may decide to leave
sustainability to God, and save themselves the trouble of composting, or carrying
their own grocery bags, or walking rather than driving (see also Meijers & Rutjens,
2014). To compound this issue further, people have an aversion to playing God:
They are uncomfortable with human beings playing roles that are supposed to be
God’s (Waytz & Young, 2016). That is, to the extent people see preserving the
greater good as God’s domain, they may be not only selfishly unwilling to help out,
but also cognitively uncomfortable with any human beings doing so.

To summarize, God’s powerful nature may produce mixed effects on people’s
willingness to invest efforts in their own pursuits, while also diminishing people’s
willingness to engage in prosocial punishment. This last finding raises broader
questions about social responsibility; future research may help add nuance on this
point.

By-products of God’s MORALLY CONCERNED Nature

Third, and finally, what might be the by-products of the fact that Big Gods are
represented as being concerned with human morality? The previous section alluded
to this feature of Big Gods: No research has yet demonstrated this, but the effect
whereby reminders of powerful Gods reduce people’s willingness to take on
prosocial punishment may require that these powerful Gods also be invested in
human morality. The logic underlying that hypothesis relies on the idea that Big
Gods’ morally invested nature makes them want to punish humans who do wrong.
In this section, I focus on the other side of that same coin: The idea that Big Gods’
morally invested nature makes them want to reward—or at the very least protect—
humans who do right.

The cultural evolution hypothesis emphasizes Big Gods’ ability to punish people
who do wrong; that is a key mechanism through which Big Gods can serve the
adaptive function of enforcing cooperation. But it is almost impossible to think
about an entity who punishes wrongdoers without rewarding, in some fashion,
good-doers. At the very least, by not punishing those who do good, Big Gods
would be ensuring better outcomes for them, compared to those who do wrong. But
it seems likely that even beyond that, people have difficulty conceiving of a God
who is only punitive toward the sinful, without also assuming that that same God is
also benevolent toward the virtuous (see e.g., Lawrence, 1997; Shariff &
Norenzayan, 2011; Shariff & Rhemtulla, 2012).
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If people assume that God rewards or protects the virtuous, what does that mean
for people’s assumptions about how God will treat them? It is one of the most
fundamental laws of psychology that most people think they are pretty great (e.g.,
Alicke, 1985; Brown, 1986; Dunning, Heath, & Suls, 2004). This is true on all sorts
of dimensions, including morality (Brown, 2007): A recent study showed that even
incarcerated criminals, including those imprisoned for violence against others, rate
themselves as more moral than most other prisoners, and more moral than most
other community members (Sedikides, Meek, Alicke, & Taylor, 2014).

So it is assumed that people believe that God rewards or protects those who are
virtuous, and they believe that they are more virtuous than most other people. It
therefore stands to reason that most people believe that God will reward or protect
them. Supporting this idea, recent findings indicate that when people think about
God prior to deciding whether to take a risk, they feel protected, and therefore
become more likely to take that risk (Kupor, Laurin, & Levav, 2015). For instance,
participants who first read a passage about God, compared to those who read an
irrelevant passage, said they were more likely to actually take a risk they had been
considering, expressed more interest in engaging in the risky activity of skydiving,
and were more likely to choose an experimental task that could potentially harm
their eyesight, compared to a safer task. Moreover, meditational analyses indicated
that the reason God reminders made people more interested in taking risk was that
God reminders made people feel they were less likely to suffer harm from doing so.

Two additional pieces of data from this same paper add nuance to these findings.
First, reminders of God do not make people more likely to take a risk that has
immoral connotations (e.g., attempt to bribe someone with a slight risk of being
discovered), which makes sense: God protects the virtuous, not the sinful. And
second, when the divine protection that people anticipate fails to materialize, people
feel angry with God: When participants are induced to take a very small risk which,
unbeknownst to them, is rigged such that they will always fail, those previously
primed with God report more negative feelings toward God than participants in a
no-prime control condition. This both further confirms the idea that people did, in
fact, expect that God would protect them (what other reason would they have to feel
angry?), and carries significant implications: Negative affect toward God is psy-
chologically maladaptive, in that it is linked with increased anxiety, depressive
affect, poor coping, and, in the long run, even increased mortality (Exline & Rose,
2005; Exline, Yali, & Lobel, 1999; Pargament, Koenig, Tarakeshwar, & Hahn,
2001; Pargament et al., 1998).

Another finding that describes a by-product of God’s moral concern, and more
specifically of people’s belief that God will protect the virtuous and therefore
protect them, comes from work describing God as a relationship partner (e.g.,
Granqvist, Mikulincer, & Shaver, 2010; Kirkpatrick, 1998; Pollner, 1989). If I
believe that God protects the virtuous, and therefore protects me, it is no great leap
for me to then believe that God cares about me, and perhaps even that God likes or
loves me. If people feel loved and cared for by God, then this may mean that God
can be a source of the same kinds of benefits people get from their relationships
with other people.
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One way of illustrating that idea comes from a recent paper showing that, when
their interpersonal closeness with a romantic partner is threatened, people will seek
to compensate for that threat by drawing closer in their relationship with God.
Conversely, when people feel their closeness with God is threatened, they com-
pensate for that threat by drawing closer to their relationship partners (Laurin,
Schumann, & Holmes, 2014). Moreover, this occurs only among people with high
self-esteem, whose default response to potentially losing interpersonal closeness is
to seek to reestablish that closeness, not withdraw into themselves (Murray,
Derrick, Leder, & Holmes, 2008; Murray, Holmes, & Collins, 2006).

To summarize, most people assume that God will reward or protect them, per-
haps because most people assume that they are better, morally, than others, and that
therefore a morally concerned God will keep them from harm. Perhaps as a result of
these beliefs, the idea of God can make people take risks they otherwise might not,
so long as those risks do not imply any kind of immorality. Moreover, they may
view God as a relationship partner capable of providing benefits that are inter-
changeable with the benefits they receive from their human relationship partners.

By-products: A Summary

In short, the three characteristics that define Big Gods generate a number of
by-product effects that occur alongside their hypothesized original adaptive func-
tion. Because they are watchful, Big Gods can help people self-monitor better, and
promote their willingness to withstand temptation, both of which make for better
self-regulation. Because they are powerful, Big Gods can motivate people to invest
efforts in pursuit of their goals, by reminding them that the world is structured,
orderly and sensible, but can also demotivate them if people interpret the Big Gods
as interfering with or substituting for their ability to control their own success.
Moreover, Big Gods who are both powerful and morally invested can detract from
people’s willingness to take responsibility for punishing wrongdoers. Finally,
because they are morally concerned, and therefore likely to reward the virtuous,
most people likely view Big Gods as a source of protection and interpersonal
closeness.

Conclusion: Ongoing Cultural Evolution of God Beliefs

We often make the mistake of thinking of evolution in historical terms, implying,
perhaps unintentionally, that it is a process that has reached its final destination.
This is not so. In this chapter I have both outlined one prominent theory of the
origin of belief in Big Gods—that they emerged through cultural evolution because
they promote large-scale cooperation—and described a set of findings regarding the
by-products, both positive and negative, of this evolved belief. One important task
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for future research, then, is to unpack how all of these by-products contribute to the
net culturally adaptive consequences of Big God beliefs, which should enable us to
predict the trajectory of those beliefs at the population level. That is, we must
understand how the by-products either add to or subtract from the original adaptive
function of Big God beliefs, so that we can determine whether their overall effect
helps cultures survive, or instead leads to their demise.

Achieving this understanding requires first that we quantify the net effect of each
of the by-products of belief in Big Gods: To what extent do these by-products make
a group or society more versus less likely to flourish? In some instances the answers
seem at least directionally clear. Will a society full of individuals who are better
self-monitors and better able to resist temptation thrive more than a society full of
individuals who are oblivious to themselves and unable to restrain their basest
impulses? Probably. But will a society full of risk-seeking individuals who are
unwilling to take on the responsibility of prosocial punishment flourish more than a
society full of cautious enforcers of prosociality? Probably not. But critically,
researchers must establish the magnitude of these effects, in order to determine the
net impact of all the by-products combined.

However, this is only the first step. To predict the ongoing evolution of Big God
beliefs, we must also quantify the extent to which the cooperation-promoting
function of Big Gods continues to be something cultural evolution will select for.
Some evidence indicates that civic institutions can implement the same kinds of
surveillance and punishment, and thereby promote the same kind of cooperation, as
Big Gods (e.g., Shariff & Norenzayan, 2007). In other words, Big God beliefs may
have lost their edge in terms of why they originally propagated, and their presence
may no longer play such a crucial role in ensuring large-scale cooperation.
Quantifiable answers to the questions of how much Big God beliefs help ensure
human cooperation, and of how much their side effects promote or prevent societal
flourishing, will allow us to predict how Big God beliefs will continue to evolve,
and explain how their prevalence has shifted over the past centuries.
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From the Impossible to the Improbable:
A Probabilistic Account of Magical Beliefs
and Practices Across Development
and Cultures

Martin Fortier and Sunae Kim

Like scientists, children and lay people are eager to build theories in order to make
sense of their surrounding environment (e.g., Furnham, 1988). The scholars
studying such lay theories like to draw suggestive parallels between scientific and
lay theories: although the latter and the former have some undeniable dissimilari-
ties, it is often remarked that they also share a great deal of commonalities (for a
discussion, see: Gopnik, Wellman, & Kuhl, 1999; Kuhn, 1989). Interestingly, the
domain of magic seems to provide a nice counterexample. Lay people uniquely
develop complex theories—with no significant scientific counterparts—aiming to
explain special features of “supernatural” events and beings.

Previous studies have demonstrated that lay people often develop distinct
competing theories to explain the world. These lay theories are variably distributed
across individuals, contexts, occupations, social groups, and cultures (Dweck,
2006; Markus & Hamedani, 2007). This chapter focuses on the “building blocks” of
lay theories of magic. Existing studies on supernatural thinking maintain that lay
theories of magic stem from a single common mechanism triggered by impossible
events. In contrast to this widespread view, in this chapter, we will argue that lay
theories of magic stem from at least two very distinct mechanisms: one triggered by
impossible events and another triggered by improbable ones. We will show that, as
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yet, the diversity of the “building blocks” of lay theories of magic, and, as a
consequence, the diversity of these theories themselves, has been largely
underestimated.

In order to better grasp the originality of our proposal, it will be useful to briefly
introduce existing approaches to magic. Magical thinking has been extensively
studied by developmental psychologists and anthropologists alike, but seldom have
these two approaches been discussed together. This chapter precisely tries to fill this
gap by bringing together recent findings in developmental psychology, cognitive
psychology, cognitive science of religion, and anthropology. Our central claim is
that psychological and anthropological studies account for magic in two very dif-
ferent ways. Psychological evidence shows that people resort to magical explana-
tions when faced with impossible events whereas anthropological evidence suggests
that magical explanations are usually triggered by improbable events (rather than
impossible ones). In this chapter, we argue that these two approaches to magic are
not two partial accounts of the same cognitive phenomenon but two independent
lines of research concerning distinct cognitive mechanisms. If, as we think, two
distinct concepts of magic are to be recognized—one being based on counterin-
tuition and the other on probabilistic reasoning—then an important question arises:
how are these two concepts of magic, respectively, distributed across development
and cultures?

The first part of the chapter focuses on the psychological approach to magic.
These studies show that starting at a young age children distinguish between events
and entities that violate our intuitive notions of basic causal laws (e.g., gravity) and
those that do not. Next, we introduce the anthropological debate about the
boundaries of magic (how it differs from science and religion), and we examine a
series of case studies (on witchcraft and shamanism) which nicely epitomize the
anthropological understanding of magic. Drawing upon ethnographic evidence, we
argue that the approach to magic in terms of impossible or counterintuitive events
fails to account for people’s actual beliefs and practices. Part three is entirely
dedicated to the formalization of anthropological data discussed in part two. We
argue that algorithmic complexity provides the best tools to model the way magic—
as described by anthropologists—works; it is thus proposed that magical expla-
nations are typically triggered by complexity drops, i.e., by events and objects
whose features are expected to be complex but turn out to be simple. Part four
attempts to provide an answer as to how “counterintuitive-magic” and
“probabilistic-magic” are distributed across development and cultures. We first
explore the historical trajectory of magic by tackling the themes of secularization
and explanatory coexistence. Next, we explain why the anthropological account of
magic poses a real challenge to psychological approaches to magic. Finally, we put
forward four hypotheses specifying how “counterintuitive-magic” and
“probabilistic-magic” are likely to be combined across development and distributed
across cultures; we examine the strengths and weaknesses of each of these
hypotheses and discuss the future directions of the study of magic.
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The Developmental Psychological Approach:
The Counterintuitiveness of Magic

Children’s Conception of Magic

A large number of empirical studies show that young children are able to differ-
entiate between impossible and possible events (Johnson & Harris, 1994;
Rosengren, Kalish, Hickling, & Gelman, 1994). These impossible events (e.g., a
person flying in the air) contrary to possible events, involve some sorts of violations
of natural physical laws. Thus, children’s distinction between impossible and
possible events demonstrates their understanding of ordinary causality, or how the
world works. Moreover, young children understand that some events involve
ordinary processes whereas others involve magical processes. The theoretical claim
is that children evoke a notion of magic to explain the events that cannot be
explained by ordinary forces or processes (Chandler & Lalonde, 1994; Phelps &
Woolley, 1994). By implication, children’s understanding of magic is intimately
related to their understanding of ordinary and possible events.

Young children have a very strict sense of what is impossible and possible either
due to their less advanced understanding of causality or lack of familiarity or other
reasons (see below, “Factors in children’s judgment of reality vs. magical status”).
Shtulman and Carey (2007) demonstrated that children below the age of 8 cate-
gorized improbable events, those that are possible but highly unlikely to happen in
the real world (e.g., “polka dots on an airplane”), as impossible. From this finding,
they argued that children’s understanding of a distinction between impossible and
possible events, and of ordinary causality, still undergoes a development. Even
when a plausible explanation of how an improbable event can happen was offered,
children continued to treat it as impossible (Woolley & Ghossainy, 2013).
However, it is not clear whether children think of these improbable events as
requiring a magical process or something different. Children have some under-
standing that different types of constraints are involved in the violation of different
types of laws (Kalish, 1998). For example, they understand violations in the domain
of social norms (e.g., violating school rules) are different from those in the domain
of physical laws (e.g., walking through the wall). Given this consideration, children
in Shtulman and Carey’s (2007) study could think that improbable events are
impossible for a different reason; they may think that these events are more similar
to those involving violations of regularity in their social experiences (e.g., “dots on
an airplane is not possible because it is not how it is supposed to be”) than vio-
lations of physical laws.

Children’s understanding of ‘magic’ changes with age so that 4-year-old chil-
dren tend to think of magic as involving special power or skills, whereas 5-year-old
children tend to think of it as involving tricks (Rosengren & Hickling, 1994).
Nevertheless, magical and non-magical thinking coexist within an individual
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throughout development (Subbotsky, 1993, 2010). For example, children who are
initially skeptical about magical events can become believers. In one study, for
instance, children were skeptical about a magical process of turning a drawing into
a real entity that was represented in the drawing; but after being told about a story of
a girl who used a box to turn drawings into real entities, a majority of the children
when left alone displayed performances that reflected their magical stance toward
the box (Subbotsky, 1993). In another study, while children initially denied the
reality status of an event that was verbally described, they became credulous about
the event once the event was displayed live to them (Woolley, Boerger, &
Markman, 2004). Moreover, children who were led to believe a supernatural being
communicated to them via signs (e.g., a light flickering) were more prone to the
communicative message than those who were not (Bering & Parker, 2006). In the
study, half of the children aged 3–9 years were assigned to an experimental group
and, the other half, a control group. Children in the experimental group were
introduced to an invisible agent called Princess Alice who they were told would
help them choose a correct answer option in a game. These children were not told
explicitly how Princess Alice would help but simply instructed somehow they
would be told. Then, whenever they made an inaccurate response choice, a light
flickered, for example. Children in the control group did not receive such priming of
the idea about an invisible agent. The children who were led to believe in the
existence of an invisible agent were more likely than those who were not believed
that the invisible agent communicated to them in order to help them with the game.
Interestingly, the effect was observed among children older than 7 years old, not
among younger children. This age difference may be because attribution of the
communicative intention as well as epistemic states to the supernatural agents
requires further theory of mind development, and an understanding of the symbolic
nature of the communicative message may not be present in younger children.
Finally, contrary to a theoretical view that with age and education magical thinking
declines and is replaced by scientific thinking (e.g., Piaget, 1929), adults do not
completely outgrow magical thinking. Subbotsky (1993) demonstrated that adults
were quite credulous to the idea that an experimenter was capable of performing
impossible events (e.g., making an object disappear) after they viewed the
impossible events. He further demonstrated that a scientific mode of thinking did
not replace magical thinking even with increasing age, but the two coexisted in
people’s minds; and magical orientation was observed in behaviors even when
verbal responses reflect a scientific mode of thinking (Subbotsky, 2001). For
example, seeing an object destroyed after being placed inside an empty box without
any physical and spatial contact with the object, but accompanied by a magical
spell, participants tended to deny in their verbal judgments the possibility that the
magical spell had caused the event, and yet they refused to place another object
inside the box when asked to.
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Factors in Children’s Judgment of Reality
Versus Magical Status

Of course, whether and to what extent children treat a certain event as magical
depends on various factors (see Woolley & Ghossainy, 2013, for a review). Here
we highlight two: familiarity with an event and social and cultural contexts.
Children’s familiarity with an event affects their judgment of reality status of an
event. Cook and Sobel (2011) tested 4- and 6-year-old children and adults’
assignment of reality status of possible and impossible machines. They found that
children as well as adults distinguished between machines that violated biological
or physical casual laws and those that did not, but 4-year-old children were more
likely to judge familiar possible machines as real than unfamiliar possible
machines. In addition, social and cultural contexts such as children’s religious
education and background can modulate their judgment of reality status of certain
events. Four- to six-year-old children from religious families were more likely to
judge religious context stories (e.g., biblical stories from the Old Testament) as real
than children from non-religious families (Vaden & Woolley, 2011).

Next, in the following two sections, we focus our discussion on a handful of
studies on children’s attribution of magical power to themselves and others.

Children’s Attribution of Magical Power to Themselves

Children’s Wishing and Imagination

Young children believe that their own imagination can change or create reality.
Woolley and Wellman (1993) demonstrated that, after imagining something in an
empty box, 3-year-olds responded affirmatively that the box contained the object
imagined. Harris, Brown, Marriot, Whittall, and Harmer (1991) also showed that 4-
to 6-year-olds behaved as if the imagined object was real. In the study, children
were asked to pretend that a monster or a bunny was inside a box. When they were
left alone in the room with the box, children peeked into the bunny box but not into
the monster box. However, there is also evidence that children acknowledged the
existence of an imagined object in a box, but did not act accordingly, so that when
another person asked for the imagined object, children rarely offered the box to the
person (Phelps & Woolley, 1994). Nevertheless, it is possible that children in this
study may have believed in the event, but did not outwardly show this to another
person who may not have endorsed their magical world.

Children’s belief that imagination can change the state or course of a real event
may be extended to another case; wishing for something. Vikan and Clausen (1993)
showed that children of ages 4 and 6 believed that wishing has an effect on another
person, in terms of changing another person’s actions. Moreover, children see
wishing as a magical process involving special power or magic, not an ordinary
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process involving mental-physical causality (Woolley, Phelps, Davis, & Mandell,
1999). These studies show that, with increasing age, children’s tendency to believe
in the efficacy of wishing wanes, and older compared to younger children thought
that an event realized via wishing was caused by a trick rather than real magic (see
also Woolley, 2000). A more recent study, however, shows that older children and
adults preserve a tendency to believe in the efficacy of wishing (Subbotsky, 2005).
Different methodologies used in the aforementioned studies make it difficult to
adjudicate their conflicting findings. However, speculatively, they do suggest at the
very least that magical tendency may be susceptible to contexts and conditions in
which it is measured.

Children’s Attribution of Magical Power to Other Agents

Children’s Understanding of Supernatural Agents

Children believe in various supernatural and fantastical characters such as Santa
Claus or the Tooth Fairy. All these characters share a common feature of possessing
supernatural abilities violating physical and biological causal laws. We know that
children treat supernatural agents differently from ordinary agents, attributing some
special power only to the former. However, what exact capabilities children attri-
bute to novel as well as familiar fantastical characters asks for further investigation.
One line of research as reviewed below starts to provide some information con-
cerning what those capabilities might be.

Children assign special power or ability to God. Vaden and Woolley (2011)
showed that, while 4- and 6-year-old children viewed impossible events as not real,
they endorsed the reality status of those events when they were told that God was
involved. Vaden and Woolley asked 4- to 6-year-old children to judge the reality
status of an event or a character described in a story either in a religious (reference
to God, e.g., the story of Moses parting the sea but replacing original characters
with novel character names) or a nonreligious context (otherwise the same stories as
the religious context stories without reference to God). With increasing age, chil-
dren who heard the religious context stories were more likely to judge the char-
acters and events described as real than those who heard nonreligious stories.

Lane and colleagues, in a series of studies, extensively investigated what types
of knowledge and abilities children and adults attribute to omniscient agents such as
God as opposed ordinary human beings (Lane, Wellman, & Evans, 2010, 2012,
2014). Lane et al. (2012) demonstrated that children around the age of 5 attributed
special power of knowing (e.g., knowing hidden contents of a box without per-
ceptual access) to God and a novel agent, Mr. Smart, who was introduced as: (“This
is Mr. Smart. Mr. Smart has special powers. He knows everything”). Lane et al.
(2014) further investigated to what extent children and adults attributed extraor-
dinary knowledge to special beings. With increasing age, participants tended to
attribute broader and deeper knowledge to omniscient beings. A younger group
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(3.5- to 6.5-year-olds) only attributed generic knowledge (e.g., “where to find the
tallest tree in the world”) to Ms. Smart, whereas an older group (6.5- to
12-year-olds) attributed also their personal knowledge (e.g., birthdays) to the agent.
Only adults, however, attributed the knowledge of their own thoughts and future to
omniscient beings (Ms. Smart). Participants were also asked to choose between Ms.
Smart (who was introduced as someone “who knows everything about everything”)
and an expert (e.g., a mechanic) when asked who knows more about certain topics.
With increasing age, participants tended to attribute deeper knowledge to omni-
scient beings so that, for example, only adults attributed more expertise-related
knowledge to Ms. Smart than an expert, whereas the youngest group attributed
more expertise-related knowledge to an expert than to Ms. Smart. Moreover,
children’s exposure to religion was related to their attribution of broader knowledge
to Ms. Smart—but this relation was only specific to the age range of 4–6. The
authors speculated that this age range coincides with children’s developing theory
of mind, and social cultural contexts (e.g., religions) may facilitate children’s
understanding of extraordinary minds during this period. In addition, children from
religious backgrounds appreciated extraordinary minds more readily than those
from nonreligious backgrounds (Lane et al., 2012). These studies suggest that
already by preschool age children are capable of appreciating the kinds of special
knowledge that omniscient beings have, and with increasing age they become better
able to reason about the omniscient beings’ extraordinary knowledge. As will be
demonstrated below, this ability is not limited to children’s reasoning but influences
their daily interactions and learning.

Children’s Preferential Learning from a Magical Person

Children also attribute magical power to an ordinary person if the person displays
actions that are beyond ordinary causality (e.g., moving an object without touching
it). Those children who perceive the person as possessing magical power tend to
preferentially learn from that person. In a study by Kim and Harris (2014a), children
of ages 3–8 were presented with video clips in which a person performs magical
actions (e.g., moving a box without touching it) whereas another person performs
non-magical actions (e.g., moving a box with her hand). Then, children heard these
two people offering conflicting pieces of novel information (e.g., a label for a novel
object, “a fep” vs. “a tog”) and were asked to endorse one of the information pieces.
With increasing age children were less likely to prefer the information supplied by
the magical person. Notably, however, individual difference rather than age better
predicted preferential learning tendency; those children who were credulous to the
reality status of the magical events tended to preferentially learn from the person, as
compared to skeptical children. This tendency to preferentially learn from a magical
person was not limited to the magical power of actions, but observed in the magical
power of reading others’ minds (Kim & Harris, 2014b). Children preferentially
learned from a person who accurately guessed others’ thoughts over another person
who figured out others’ thoughts via communication.
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In sum, children are able to distinguish impossible events from possible events,
and at the same time, they do not entirely disregard magical thinking. In particular,
with the right amount of evidence and supporting environment, adults as well as
children entertain the magical world they themselves or others created. Children,
moreover, preferentially learn everyday knowledge from a person they view as
possessing magical power. Notably, one key element of children’s understanding of
magical events and supernatural agents and power in developmental psychology as
reviewed above is their understanding of violations of basic physical laws.
However, this notion of magic as defined as a blanket term for an event that a
child’s naïve theories cannot explain—while it has provided the field with fruitful
directions for empirical investigations—excludes a prevalently common notion of
magic in our everyday lives, as will be discussed in the following sections.

The Anthropological Approach: The Ordinariness of Magic

Introducing the Anthropological Approach to Magic

The methods used by anthropologists to study magic, and, as a consequence, the
models of magic that have emerged from anthropological findings, are somewhat
different from those to be found in developmental psychology. In the field of
anthropology, the very concept of magic originates itself in discussions sparked by
evolutionary anthropologists—notably Edward Tylor and James Frazer. These
authors were primarily interested in understanding how magic—more broadly how
“primitive” religions and cults (animism, totemism, witchcraft, etc.)—have grad-
ually developed into more “sophisticated” forms (such as monotheism) and finally
into science. Evolutionary anthropologists were thus willing to specify the psy-
chological mechanisms leading from one evolutionary step to the other.
A few decades later, the evolutionary perspective largely gave way to investigations
into the intricate coexistence of ordinary knowledge and magical thinking and the
relations between magic, science, and religion (Evans-Pritchard, 1976; Hubert &
Mauss, 1903; Malinowski, 1948). Magical thinking was not considered necessarily
primitive and irrational anymore. This line of research has further been explored in
the second half of the twentieth century (Horton, 1967a, b; Nader, 1996; Tambiah,
1990). In a similar vein, some scholars have begun to address more epistemological
and philosophical questions relating magic to the theme of apparent irrationality
and that of the incommensurability between worldviews (Bonnay & Laugier, 2003;
Da Costa, Bueno, & French, 1998; Hollis & Lukes, 1982; Jarvie & Agassi, 1967;
Sperber, 1985; Triplett, 1994).

One important distinction between psychological studies of magic reviewed
earlier in the chapter and those in the field of anthropology concerns methodologies.
Classically, anthropologists do not resort to experiments in order to investigate a
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topic. The forerunners of the discipline (such as Tylor or Frazer) were strictly
armchair anthropologists speculating on the basis of missionaries’ and travelers’
outlandish reports; yet, at least from Bronisław Malinowski on, anthropologists
have fruitfully resorted to participant observation: they have studied other people’s
thinking by living with these people and putting themselves in the same life set-
tings, and looking at how these settings affect them (both cognitively and emo-
tionally) (Goulet & Miller, 2007). Some anthropologists whose work on magic and
witchcraft has been much vaunted have endorsed this method of participant
observation in a particularly radical fashion and have thus revealed that even a
modern and secular academic mind can easily be affected by magical beliefs and
practices (Favret-Saada, 1980, Chap. 2, 1990; Luhrmann, 1991, Chap. 21).

While psychologists are mainly concerned with studying how children and
adults perform specific tasks within experimental settings, anthropologists are first
and foremost interested in documenting how magical thinking unfolds in natural
settings. Typically, psychologists present impossible stimuli to participants and
then look at what participants’ responses are, whereas anthropologists typically
look at daily practices and rituals and from there infer what is deemed magical in
a given culture. The psychological method could be characterized as top-down: it
assumes that the concept of magic is unambiguous and uniform and it opera-
tionalizes this concept through experiments. On the other hand, the anthropo-
logical method is best described as bottom-up: no assumption is made as to what
magic amounts to and it is only the collection of ethnographic data through
participant observation which determines what is deemed magical by people in
real life. This methodological distinction will prove important in the next
sessions.

Magic, Science, and Religion: Debating the Boundaries
of Magic

A good amount of research in Anthropology is devoted to the study of similarities
and differences between magic on one side and science and religion on the other
side. Examining the boundaries of magic will help us better understand its scope
and mechanisms. The position Malinowski (1948) took in this heated debate is
particularly interesting. One the one hand, Malinowski maintains that the
Melanesians—and more generally people living in any culture in which magic is
pervasive—do not live in a world utterly different from ours, nor do they use a logic
different from ours. They do not inhabit an ethereal and mystical world. The
Melanesians described by Malinowski prove to be expert and ingenious gardeners
and fishermen, and while reading The Argonauts of the Western Pacific, one
realizes how adept they are at solving practical and rational problems. Thus, it
clearly appears that Malinowski strongly disagrees with scholars such as Lucien
Lévy-Bruhl (1923, 1927, 1966), who have somewhat exaggerated the mystical
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nature of indigenous thinking. On the other hand, Malinowski demurs at the view—
notably held by Frazer (1922)—according to which magic can be conflated with
science. Admittedly, Malinowski grants that magic, very much like science, has
very concrete and down-to-earth ends; but he argues that the function of magic
remains very different from that of science and that of profane practical knowledge.

In Magic, science and religion and other essays, the middle way between the
Lévy-Bruhlian view and the Frazerian view is delimited by a central dichotomy: the
sacred and the profane. Malinowski advances that “[i]n every primitive community
[…] there have been found two clearly distinguishable domains, the Sacred and the
Profane; in other words, the domain of Magic and Religion and that of Science”
(1948, p. 1). When the Melanesians are gardening or fishing, their profane
know-how is recruited; but when their extended knowledge meets some limit and
when they realize that their practical knowledge is not sufficient to control a crucial
parameter of gardening or fishing, they then resort to totally different kinds of tools:
tools pertaining to the sacred domain. Magic is used to compensate the limited
scope of daily and scientific knowledge. Malinowski evocatively illustrates this idea
through the example of gardening: “there is a clear-cut division: there is first the
well-known set of conditions, the natural course of growth, as well as the ordinary
pests and dangers to be warded off by fencing and weeding. On the other hand,
there is the domain of the unaccountable and adverse influences, as well as the great
unearned increment of fortunate coincidence. The first conditions are coped with by
knowledge and work, the second by magic” (1948, p. 12). By the same token,
Malinowski points out that no magic is used when fishing is done in the inner
lagoon whereas magical procedures are widely used in open-sea fishing (1948,
p. 14). As it happens, the first type of fishing involves almost no uncertainty while
this other type of fishing is replete with uncertainty. Very much like science and
practical knowledge, magic targets practical ends (e.g., improving the outcome of
fishing or the crop); but unlike science and daily know-how, magic governs a
specific plane of reality—the unpredictable parameters targeted by magical rituals
that cannot be targeted by profane knowledge whatsoever.

The domain of magic (of the sacred), we are told, cannot be conflated with that
of science (of the profane). However, it is interesting to note that this dualism is
somewhat challenged by some ethnographic findings. For example, Shipibo1

hunters of the Peruvian Amazon have at their disposal an argosy of magical
techniques to ensure luck and success in the forest. Among them are plant baths.
Specific plants (e.g., ochiti jana) are purported to imbue one’s body with some
magical smell or wind (nihue) thanks to which hunting expeditions will prove to be
remarkably successful. This beneficial effect is taken to be mediated by the spirit
(yoshin) of the plant used in the bath. Interestingly, this spirit is conceived as
benevolently interfering in the hunting process both as an invisible intentional
entity and as a perceptible smell. In such a case, it is notoriously difficult to

1Data about Shipibo culture have been collected by one of us (MF) on his fieldwork located in the
Peruvian Amazon. Magic in Shipibo culture will be further discussed below.
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disentangle ordinary knowledge from magical stratagem. The smell of the plant
obviously conceals the hunter’s characteristic smell (which would otherwise
frighten and drive away the game animals) and it also serves as an enticement
(because, it seems, the game animals like this particular smell). From a Western
point of view, there is nothing magical about the efficacy of plant baths; what we
are presented with is only a very rational and astute manipulation and luring of the
game animals’ senses. But at the same time, Shipibo hunters maintain that a
benevolent spirit is present in the smell and that it is this spirit that brings about
good fortune in hunting activities. This kind of ethnographic finding challenges
Malinowski’s clear-cut dichotomy: when Shipibo hunters are playing with smells to
attract good fortune and lure the game animals, it is not clear at all where the
profane (i.e., practical knowledge) ends and where the sacred (i.e., magical beliefs
and practices) starts.

To be sure, magic and science resort to different tools and use these tools to deal
with different parameters, but it remains that both, in the end, target the same
tangible outcome (e.g., a successful hunt). Magic is a kind of technology whose
main purpose is to achieve practical efficiency; religion, on the other hand, is
concerned with moral and soteriological purposes pertaining not to the mundane
world but to what Nietzsche accurately dubbed a “backworld” (Hinterwelt).2 For
instance, magic is typically being used to ensure a plentiful hunt or crop while
religion is used to ensure salvation or cosmological liberation. Stanley Tambiah
reminds us that for Malinowski, “[r]eligious action was not like magic a means to
an end, it was an end in itself and it celebrated ultimate values, such as Providence
and Immortality” (1990, p. 69).

This relates to another important difference between magic and religion; magic,
like science, envisions the world in a very mechanistic way, whereas religion claims
that autonomous volitional beings can interfere within the mechanistic concatena-
tions of the natural world. A miracle is thus defined as God’s sovereign decision to
temporarily suspend the mechanistic laws of nature. Clearly, there is no such a thing
as a miracle in magic. When a magician performs some magical rituals, the sum-
moned supernatural beings and forces are not at liberty to choose to please the
magician or to rebuff her inquiry. By contrast, when one prays to God, one’s wishes
may perfectly be fulfilled or not. As Tambiah pleasingly remarks, the world of
religion supposes a “sovereign God” while that of magic is replete with “manip-
ulable divine beings” (Tambiah, 1990, p. 21). The classical view of anthropology,
thus, is that “[i]n its quintessential form […] magic is ritual action that is held to be
automatically effective” (Tambiah, 1990, p. 7). Frazer has certainly been the most
radical champion of this view. In the Golden Bough, he discusses at length the
striking proximity between magic and science, i.e., the shared mechanistic view of
the world and the commonly assumed idea that instrumental actions are

2For an evolutionary proposal as to how religion—with its otherworldly orientation—emerged,
see: Baumard, Hyafil, Morris, & Boyer, (2015).
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automatically effective.3 Evans-Pritchard—albeit more moderately than Frazer—
does concur with the idea that magical rituals work to a large extent mechanisti-
cally. For example, he states that “[i]n asking a [magical] medicine to act on his
behalf a man does not beseech it to do so. He is not entreating it to grant a favor. He
tells it what it is to do, just as he would tell a boy were he dispatching him on an
errand” (Evans-Pritchard, 1976, p. 177).

This concise review of some of the most important anthropological theories of
magic has made clear that magic as practiced in real life is nothing mystical or
irrational; it is an instrumental knowledge (although usually not evidence-based)
and a technology involving the manipulation of supernatural entities in order to
achieve very practical outcomes.

Magic in Practice: Three Case Studies

As reviewed earlier, the psychological approach holds that magic is mainly defined
by its counterintuitiveness. Strangely enough, it is difficult to find this feature in the
data on magic that anthropologists collect in the field (in natural settings). Cases
typically discussed by anthropologists, in which some magic is at play, do not
involve any impossible event or impossible being; on the contrary, such cases are
strikingly ordinary. In order to illustrate this point, we will now present three cases
which exquisitely epitomize the kind of phenomena anthropologists are concerned
with when they speak of magic. Different mechanisms (i.e., different types of
complexity drops) can trigger magical explanations. Each example provided in this
section illustrates a specific type of complexity drop.

Case 1: Succession of Misfortunes

Let us start with an excerpt from Jeanne Favret-Saada’s captivating monograph
depicting witchcraft in contemporary French countryside:

In the Bocage […] ordinary misfortunes are accepted as “one-off”; so, a single illness, the
loss of one animal, one bankruptcy, even one death, do not call for more than a single
comment: “the trouble with him is that he drinks too much”; “she had cancer of the
kidneys”; “my cow was very old”.

An onslaught by witchcraft, on the other hand, gives a pattern to misfortunes which are
repeated and range over the persons and the belongings of a bewitched couple: in suc-
cession, a heifer dies, the wife has a miscarriage, the child is covered in spots, the car runs

3“[In both magic and science,] the succession of events is assumed to be perfectly regular and
certain, being determined by immutable laws, the operation of which can be foreseen and cal-
culated precisely; the elements of caprice, of chance, and of accident are banished from the course
of nature.” (Frazer, 1922, p. 49). See also Ruth Benedict (1933, p. 40).
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into a ditch, the butter won’t churn, the bread won’t rise, the geese bolt, or the daughter they
want to marry off goes into a decline … (Favret-Saada, 1980, p. 6)

The characteristics of magic identified by Favret-Saada are rather ordinary.
People surmise that some witchcraft is involved not because they face an
extraordinary event—e.g., an event violating some physical law—but rather
because they detect an abnormal pattern in the way very ordinary events unfold.
Occasional misfortune is not enough to suggest that some magical process is at
work; persistent misfortune is required to infer that some witchcraft is involved.
Magic characterizes the specific concatenations of events rather than the very
content of events. In the case reported by Favret-Saada, the content of the events
mentioned is in fact remarkably mundane and plainly natural.

Case 2: Unfortunate Relatives and Friends

The second case study is a classical and well-known anecdote provided by
Evans-Pritchard in his monograph on Zande4 witchcraft:

In Zandeland sometimes an old granary collapses. There is nothing remarkable in this.
Every Zande knows that termites eat the supports in course of time and that even the hardest
woods decay after years of service. […] it may happen that there are people sitting beneath
the granary when it collapses and they are injured […]. Now why should these particular
people have been sitting under this particular granary at the particular moment when it
collapsed? […]. Through years it might have collapsed, so why should it fall just when
certain people sought its kindly shelter? (Evans-Pritchard, 1976, p. 22)

In this passage, Evans-Pritchard pinpoints in a very concise manner several
central features of witchcraft. First, magic unfolds in the world in a very ordinary
way. The collapse of the granary does not violate any physical law. It is not an
extraordinary event: real people believe in witchcraft not because they hallucinate
witches flying on broomsticks but because they face in their life very ordinary facts
which possess a specific structure (we will see below how this structure can be
formally defined). Second, people who believe in magic do not live in a parallel
outlandish and mystical world. They share with us exactly the same world and are
very knowledgeable about the physical and biological processes governing the
everyday world: they know that granaries usually collapse not because of super-
natural powers but because of very mundane termites. What Evans-Pritchard finally
shows us is that Azande people find it quite unbelievable that an unfortunate event
—such as the collapse of the granary—could strike these very specific people at this
very specific moment. Why them? Why then? If this unfortunate event harmed
these very specific people, then, there must be a reason. In witchcraft logic, the
reason is quite obvious: some ill-intentioned agent wanted to harm these very
specific people.

4The Azande are an ethnic group of North Central Africa. In the 1920s and 1930s, Evans-Pritchard
extensively studied Zande communities located in today’s South Sudan.
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The way the witch is thought to have interfered in the natural course of the world
is certainly extraordinary (outstanding powers are required). However,
Evans-Pritchard makes it clear that the specific mechanisms through which such
witchcraft assaults are carried out remain largely opaque and Azande do not
speculate about them. In fact, in their eyes, it is not of great importance to know
how the witch did what he or she did. What matters is to be able to see this
mundane event as the sign of some magical interference in the normal course of the
world. And what is so remarkable is that this sign does not take the form of
something extraordinary; it does not consist in the violation of physical laws. Only
those who have learned how to read the ordinary unfolding of mundane events will
be able to know that what happened has been partly brought about by some magical
agency. Novices, on the other hand, will not even notice that this mundane event
was magical in essence.

Case 3: Atypical Features Violating Factual Knowledge

The third case study differs from the two previous ones in several respects. To begin
with, it concerns shamanism (in the Northern Asian area) rather than witchcraft.
Moreover, this case illustrates how beings are identified as magical, as opposed to
how events are identified as being such:

Tuvan hunters claim that there exist certain ‘special’ (tuskai) beasts in the taiga; these being
rare, they are ‘sacred beasts’ (ydyktyg aŋnar) whom it is forbidden to kill. They can be
recognized by distinct visible traits of very variable types: this could be a variegated deer or
a white one (albinism); a stag with no antlers, or conversely with very large antlers; a doe
with antlers; a bear with patches; or a white squirrel, sable or polecat; or a fish with just one
eye. […].

This particular treatment of singular animals is extremely widespread among the indigenous
peoples of Northern Asia. […]. ‘The Evenks and the Yakuts believe there to be in each
animal species certain powerful specimens that have the qualities of a demi-god’ (Nikolaev
1961: 49). In this way, according to Yakut tradition, there exists among bears a ‘shaman
bear’, which is marked out by its intelligence, its invulnerability, and by the patches on its
fur (Kulakovskii 1979: 55). […]. With ants there would also be a very large ‘mother ant’,
while arctic foxes and hares also include shamans. According to the Nenets, the squirrel
that keeps its red fur in winter is a shaman, and it is forbidden to kill it (Zelenin 1936: 208).
(Stépanoff, 2015, pp. 172–173)

It seems that the cognitive mechanisms underpinning the detection of magical
properties in this case are different from the ones at play in the two previous cases.
In this passage, Charles Stépanoff points out that the ascription of magical powers
to an entity does not always stems from the pattern of occurrence of a sequence of
events (as in Case 1), or from the nature of the persons on which magical powers
are exerted (as in Case 2), but it sometimes depends on the violation of some typical
features (Case 3). In the examples discussed by Stépanoff, an external feature
(color, size, shape, etc.) happens to be violating some ethological knowledge, and,
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as a result, the bearer of the atypical feature is inferred to be endowed with some
magical powers (as will be shown later, atypical features include not only atypical
morphology but also atypical behaviors, smells, and sounds).

Magic and the Varieties of Counterintuitions

The relationship between magic and the violation of domain-specific and
domain-general knowledge deserves to be further detailed. To begin, let us define a
few key concepts. Cognitive scientists and psychologists often distinguish between
domain-specific and domain-general knowledge. Domain-specific knowledge or
intuitive ontology refers to a kind of intuitive knowledge concerned with a defined
category of objects or processes. By “intuitive” we mean that this knowledge
develops independently of any deliberate reflective effort (intuitive knowledge can
thus be contrasted with reflective or scientific knowledge). By a “specific category”
or an “ontology”, we mean that this knowledge does not apply to any thing.
Importantly, intuitive domains, categories, or ontologies are parsed accordingly to
our everyday use of cognition (and plausibly evolution) rather than by clear-cut folk
or scientific categories: “the distinct cognitive domains […] do not always corre-
spond to real ontological categories […]. For instance, the human mind does not
draw the line between living and non-living things, or between agents and objects,
in the same way as a scientist or a philosopher would do” (Boyer & Barrett, 2005,
p. 98). An example of domain-specific knowledge would be the knowledge that
living beings need to be fed in order to grow. This knowledge emerges early in
childhood [when exactly it emerges is still a matter of debate (Atran & Medin,
2008; Carey, 1985)]; and this knowledge is “specific” to the extent that it strictly
concerns biological objects and processes (as opposed to physical or psychological
ones). In contrast, probabilistic knowledge applies to various kinds of objects or
processes (Xu, 2007). For instance, it can be used both to infer the trajectory of a
ball and to ascribe mental states to other people. It is hence domain general.

The definition of two additional concepts—core knowledge and modularity—is
in order. Core knowledge refers to a set of cognitive mechanisms enabling young
children (and sometimes even infants) to compute objects, persons, places, and
numerosities in a quite sophisticated way. Each core knowledge system is
domain-specific: it is dedicated to one specific category of objects and processes.
Moreover, core knowledge is assumed to have a long evolutionary history (on core
knowledge, see: Spelke, 2000). Modularity has been defined in several ways
(Barrett & Kurzban, 2006; Fodor, 1983), but—to somewhat simplify the matter—it
is a quasi-synonym of core knowledge: it refers to mechanisms enabling children to
be innately endowed with some specific knowledge, or at least, to learn specific
knowledge extremely quickly. Modules, it is argued, have been developed
throughout evolution because they were, in some ancestral environment, adaptively
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advantageous. As we can see, core knowledge systems and modules share many
commonalities. The main difference between the theory of core knowledge (Spelke,
2000) and the theories of massive modularity (Barkow, Cosmides, & Tooby, 1992;
Sperber, 1996) is that while the former considers that only about half-a-dozen core
knowledge systems are to be identified, the latter claim that dozens of modules are
to be recognized. Yet, in contrast to rational constructivism (Xu, 2007), both core
knowledge and massive modularity agree that cognition is to a fair extent innate as
well as domain-specific.

These clarifications can help us better understand the debate about the nature of
magic. The three case studies just described suggest that magic does not tap into
domain-specific mechanisms. This claim may seem disputable, though. Indeed, as
we all know, magical explanations typically presuppose that mind can have an
effect over matter, that diseases can be healed by thoughts, that vitality can be
lowered by a spell, etc. Such explanations, it seems, blatantly violate
domain-specific knowledge. Importantly, when we say that magic as studied by
anthropologists is not based on the violation of domain-specific knowledge, we do
not mean to deny that magical explanations often go against our domain-specific
intuitions. The question we are addressing is different: we are interested in studying
the features which lead people to interpret an event or a being as magical. Studying
the content of magical explanations—rather than their triggering conditions—is
vain as such explanations considerably vary within- and between-subjects. People
recognize the magical character of events in a remarkably consistent way; by
contrast, they do not invest much effort in speculating what are specific and detailed
magical processes which brought about such events—or, when they do (for
example, to please the ethnographer), they are remarkably inconsistent through
time. In the remainder of this chapter, we will thus restrict our investigation to the
cognitive mechanisms through which an event or a being is detected as magical—
nothing more.

The common claim of developmental psychology is that features triggering
magical explanations can be characteristically defined as violating some
domain-specific knowledge or some intuitive ontology. It is thus claimed that
people resort to magic when faced with events or entities which contradict intuitive
expectations as to how physical, biological, or psychological beings should behave.
This is clearly stated by the editors of the state-of-the-art book Imagining the
impossible: Developmental psychologists, they notice, are mainly concerned with
the study of thinking about violations of domain-specific constraints and thinking
going beyond the ordinary (Rosengren, Johnson, & Harris, 2000, p. xiii). This type
of magic contrasts with the type of magic that anthropologists have been docu-
menting at length in their monographs. Strikingly enough, in the three case studies
that we have examined, no obvious violation of physical, biological, or psycho-
logical laws is observed. In Case 1, magic stems from the occurrence of very
mundane physical and biological events (e.g., a car accident or the death of an
animal). Similarly, in Case 2, the event reported to be magical is the collapse of a
granary. Clearly, as such, this collapse does not violate any domain-specific
knowledge. Case 3 does feature a violation, but what is being violated is
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domain-general knowledge as opposed to domain-specific knowledge.5 In the end,
none of the three examined cases contradict our intuitive ontologies. It must be
consequently acknowledged that in real life, people resort to magical explanations
in front of mundane events, and not impossible ones.

It is worth elaborating a bit more on Case 3. Indeed, influential cognitive theories
have advanced that entities and properties violating knowledge more or less mas-
sively are constitutive of supernatural thinking (Pyysiäinen, 2002). Therefore, it
remains to be determined whether cases such as Case 3 can be best characterized as
a minimal violation of domain-general knowledge or a maximal violation of
knowledge. For the sake of clarity, let us define four types of counterintuitions:

– Type 1. Minimal domain-specific counterintuitions are triggered by objects or
events which possess one or very few properties violating domain-specific
knowledge (Barrett, 2004b; Boyer, 2001). A human able to fly or a mountain
able to talk are good illustrations of what minimal domain-specific counterin-
tuition amounts to.6

– Type 2. Multiple domain-specific counterintuitions are triggered by objects or
events which possess many properties violating domain-specific knowledge.
Here is an example: “a dog that was made in a factory gives birth to chicken, can
talk to people, is invisible, can read minds, can walk through walls, and can
never die” (Barrett, 2004b, p. 23). Unlike maximal violations (see Type 4),
multiple domain-specific violations are not intrinsically contradictory or utterly
abstruse.

– Type 3. Minimal domain-general counterintuitions (or oddities) are triggered by
objects or events which possess one or very few properties violating
domain-general knowledge (Gille, 2014). For example, a cat with one eye or a
pink cat (as opposed to, say, a flying cat) minimally violates domain-general
knowledge but does not violate domain-specific knowledge. Let us spell this
out: a cat qua physical object is domain-specifically known to be subject to
gravitation; a cat qua living being is also domain-specifically known to grow
and die. Any violation of this kind of specific and theory-based knowledge (e.g.,
a flying cat or an immortal cat) falls under Type 1 described above. Now, in
addition to this specific theory-based knowledge, people have domain-general
prototype-based knowledge. For example, cats have typically two eyes and four
legs. Importantly, this knowledge cannot be inferred from knowledge that cats
are living beings or physical objects. It is learned through domain-general
mechanisms rather than inferred from domain-specific knowledge. When this

5On the distinction between domain-general (or factual, or prototypical) knowledge and
domain-specific (or ontological) knowledge, see: Barrett (2004a, b), Chap. 2, Gille (2014).
6Minimally counterintuitive concepts are created as follows: “First, take an ordinary concept, such
as “tree”, “shoe”, or “dog”, that meets all of the naturally occurring assumptions of our catego-
rizers and describers. Then violate one of the assumptions. For instance, as a bounded physical
object, a tree activates the nonreflective beliefs governing physical objects, including being visible.
So make the tree invisible […], and you have an MCI [minimally counterintuitive concept]”
(Barrett, 2004b, p. 22).
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prototypical domain-general knowledge is violated (e.g., a cat with one eye or
two legs), this results in Type 3 counterintuition.

– Type 4. Maximal domain-general and/or domain-specific counterintuitions (or
contradictions) are triggered by objects or events which are intrinsically con-
tradictory and utterly abstruse and/or whose properties massively violate
domain-specific and/or domain-general knowledge (Atran, 2002; Sperber,
1975). A good example of a contradictory concept is the Christian God, who is
purported to be both trine and one.

Clearly, Type 1 and 2 do not apply to any of the three cases under examination.
What about type 4? Now that we have clearly contrasted Type 3 counterintuition
with Type 4 counterintuition, it seems obvious that only the former accurately
describes what is going on in Stépanoff’s reports. Bears and squirrels purported to
possess magical powers are not ascribed these powers because they are able to fly in
the sky (minimal domain-specific counterintuitiveness); neither are they ascribed
such powers because they are massively contradictory to the point that it is hard to
conceptualize them (contradiction). What makes these animals magical is simply
that their features include some unusual color or some congenital malformation
(minimal domain-general counterintuitiveness or oddities).

In cases described by ethnographers, events or beings typically recognized as
magic are either not counterintuitive whatsoever (think of the collapse of a granary,
in Case 2) or are at most minimally and domain-generally counterintuitive (think of
the albino squirrel, in Case 3). It is often claimed that the domain-specific or
modular architecture of the mind is key to understand magic. In contrast to such
claims, we are left with the suggestion that the central component of magic lies in
the domain-general interpretation of ordinary events. Importantly, the modular view
of the mind is of no avail when it comes to understanding such domain-general
cognitive processes. On the other hand, probabilistic models of the mind (Griffiths,
Chater, Kemp, Perfors, & Tenenbaum, 2010; Tenenbaum, Kemp, Griffiths, &
Goodman, 2011; Xu, 2007) seem particularly well suited to do the job. This is not
to say that the modularist view of the mind should be discarded and will never be
able to help us understand anything about magic. The matter is more intricate.
Indeed, as shown in the beginning of the chapter, psychological experiments
demonstrate that people do explain in magical terms domain-specific counterintu-
itive events; that is, when presented with such events, almost all children and at
least some adults do resort to magical explanations. On the other hand, when people
are not presented with laboratory stimuli but are freely navigating in the real world,
what they typically explain in magical terms are domain-general minimally coun-
terintuitive events as well as perfectly intuitive events. Domain-general models of
cognition, it seems, are thus better equipped to understand when and how magic is
evoked. The apparent contradiction between the two strands of evidence just dis-
cussed will be explored and adjudicated later in the chapter. For now, some for-
malization work is required in order to better understand the meaning and
significance of the anthropological data under scrutiny.
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Formalizing Anthropological Data:
The Probabilistic Model of Magic

Complexity Drop as a Cue to Agency

Anthropological evidence demonstrates that people resort to supernatural expla-
nations in front of events or beings which do not violate any domain-specific
intuition. Models of magic based on domain-specific mechanisms are thus of no
avail to understand such anthropological data. What is therefore needed is a model
of magic which explains how magical thinking is underlain by domain-general
cognitive mechanisms. As we will see, Kolmogorov’s concept of algorithmic7

complexity, or rather the revamped version of this concept (Chater & Vitanyi, 2003;
Dessalles, 2013; Griffiths & Tenenbaum, 2003; Vitanyi & Li, 2000), will prove
particularly useful. What follows is a brief summary of a general model of magic
that one of us has developed at length elsewhere (for more details, see: Fortier, in
preparation).

Kolmogorov’s theory of complexity aims at understanding the nature of ran-
domness. The proposal is that randomness amounts to maximal complexity.
Complexity, in turn, is defined by size of the shortest program that generates a
given string; the longer the program (the higher the number of instructions a pro-
gram needs to generate a given string), the more complex the program. For
example, more instructions will be needed by a program to generate this string: 4, 7,
3, 5; as compared to that string: 1, 2, 3, 4. A random string such as (4, 7, 3, 5)
demands more instructions because it is not compressible. In Kolmogorov’s terms,
a compressible string is less complex than a noncompressible one.8

Admittedly, one apparent limit of Kolmogorov’s theory of complexity is that it is
not computable. However, as Jean-Louis Dessalles notices, as long as we are using
complexity in the field of cognitive science, this theoretical limit is harmless since
we are by definition dealing with specific and limited “computing machines” (i.e.,
human minds) (Dessalles, 2007). When applied to human cognitive systems,
acknowledging that complexity is a relative concept is not a problem anymore.
Concretely, this means that what is complex for a given cognitive system (for
person A) will not necessarily be complex for another system (for person B). For
instance, (1, 9, 7, 4) may look totally random (highly complex) to person A, but it
may simultaneously look very simple (not random at all) to person B, because, say,
person B was born in 1974. Similarly, the first ten digits of p may look totally
random (highly complex) to a non-mathematician and yet they look very simple
(not random at all) to a well-trained mathematician.

7Henceforth the concept of “algorithmicity” (and its adjective “algorithmic”) will be only used in a
Kolmogorovian sense. The term strictly refers to the algorithmic information theory and the
calculation of the complexity of objects (such as strings).
8For details on the concept of compressibility, see: Li and Vitanyi (1997, p. 108 et sq.)
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Complexity theory has been fruitfully applied to various domains of cognitive
science. In particular, Dessalles has developed a wide-ranging theory of unex-
pectedness and relevance entirely based on Kolmogorov complexity (Dessalles,
2007, 2010, 2013; Saillenfest & Dessalles, 2015). The tenet of his theory is that
unexpectedness can be defined as the ratio between expected complexity and
observed complexity. More specifically, if an event which was expected to be
complex turns out to be very easy to describe, it will be deemed highly unexpected.
If, for instance, I am traveling in Patagonia, I expect people I meet during my trip to
be complex people (i.e., to be strangers whose description cannot be simplified or
compressed); now, if I happen to meet my neighbor or a university colleague or a
celebrity (i.e., a person whose description can be easily compressed and whose
description is therefore simple), I will certainly be baffled by the unexpectedness of
the encounter: I was expecting to encounter someone complex to describe and I
happened to encounter someone unexpectedly simple. Unexpectedness can thus be
defined as follows:

U ¼ Cexp [Cobs

(where U stands for unexpectedness; Cexp for expected complexity; and Cobs for
observed complexity).

This simple but powerful equation interestingly echoes a recent line of research
in developmental psychology exploring the relationship between nonrandomness
(or simplicity) and agency (Keil & Newman, 2015; Kushnir, Xu, & Wellman, 2010;
Ma & Xu, 2013; Newman, Keil, Kuhlmeier, & Wynn, 2010; Wellman, Kushnir,
Xu, & Brink, 2016). These studies show that very early on, humans explain the
absence of randomness (i.e., high simplicity) by postulating the interference of an
agency. This inference is particularly strong, as 9-month-olds (Ma & Xu, 2013)
seem already able to hypothesize that nonrandom outcomes are generated by human
agents and random outcomes by mechanistic processes. It appears that abnormal
order (violation of randomness) is heuristically used as a cue to agency. Such a
relationship seems indeed quite intuitive. If I am walking in a meadow, in a remote
location, and I see flowers randomly scattered around me, there is nothing sur-
prising about it. But let us now imagine that I suddenly encounter a perfectly
straight line of flowers right in the middle of a remote meadow. There is no doubt
that I will be surprised and think: someone must have planted these flowers here
this way, this cannot be the result of randomness alone! So, in such a case, I was
expecting high complexity (disorder) and I observed low complexity (order); as a
result, I inferred that an agent must have somehow interfered: an agent must be
added to the picture in order to explain the complexity drop. Hence the idea that
complexity drop functions as a cue to agency:

ðCexp [CobsÞ ! AD

(where AD stands for agency detection).
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A further nicety has to be added to this model of agency detection. In an
ingenious study, Falk and Clifford Konold (1997) have shown that the difficulty to
encode a sequence (i.e., the complexity of the sequence) is a very good predictor of
judgments of apparent randomness. In other words, probabilistic judgments—
judging whether a sequence was generated by a random or an intentional process—
are based on the experienced ease (or difficulty) in encoding a sequence. This
explains why people are sometimes biased in their probabilistic judgments: the
most difficult sequence to encode is not always the most random one. Although
subjective complexity is not always a good guide to objective randomness, it is
heuristically used by subjects to guess what the nature of the underlying generating
process is.9

To summarize, the merit of Dessalles’s theory is to provide a rigorous compu-
tational framework making straightforward predictions as to which events (or
entities) will be deemed unexpected. Moreover, the developmental literature just
reviewed helps us understand how unexpected simplicity is used as a cue to agency
from an early age. Finally, Falk and Konold’s work, as well as studies on
metacognitive feelings, specify the link between experienced ease (i.e., fluency) on
the one hand, and simplicity and nonrandomness on the other; so doing, they enable
us to grasp the detailed psychological mechanisms through which Dessalles’s
computational framework is likely to be implemented. The following thesis can
now be put forth: when an event (or an entity) is expected to be complex (i.e., to be
disfluent or difficult to process) but when it turns out to be simple (i.e., to be fluent
or easy to process), this event (or this entity) will be perceived as unexpected, and,
if the observed complexity drop (the gap between expected disfluency and experi-
enced fluency) is big enough, it will be inferred that an agent must have caused the
observed reduction of complexity.

The Complexity Drop Model of the Supernatural (CDMS)

The previous section explains how human agency is detected. However, under-
standing magic requires us to explain how supernatural agency is usually detected.
In order to grasp the mechanisms of supernatural agency detection, let us go back to
Case 1. As previously explained, Favret-Saada’s book demonstrates that, in the
Bocage, the magical nature of an event lies in the very structure of a sequence of
events rather than in the intrinsic features of each single event. If a misfortune
happens to someone (e.g., a heifer’s death), it will be interpreted as plainly natural.

9It is worth noting that the experienced ease (or difficulty) in encoding Falk and Konold are
referring to is closely related to (if not synonymous with) the feeling of fluency (Unkelback &
Greifeneder, 2013). This concept, which has extensively been discussed in the field of metacog-
nition, is usually defined as the ease of information processing. Feelings of fluency are notably
characterized by their phenomenology (Reber, Fazendeiro, & Winkielman, 2002; Schwarz &
Clore, 2007).
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However, if this misfortune is preceded and followed by other unfortunate events,
each of these events will then be understood not only as the result of a natural
process (e.g., the heifer died because of illness) but also as the obvious manifes-
tation of some bewitchment.

We can now easily make sense of Favret-Saada’s case in the light of the model
adumbrated above. People generally expect events, either fortunate or unfortunate,
to occur randomly. Let us write “1” for any fortunate event and “0” for any
unfortunate event. People’s expectation, then, is that any sequence of their life will
look more or less like this: 010010110100. But sometimes, as we all know, life
looks more like that: 000000000000. This is precisely what happens in Case 1. In
our own terms, bewitched peasants are reasonably expecting a fairly complex
sequence of events to take place (010010110100), but what effectively takes place
happens to be an abnormally simple pattern of events (000000000000). The
detection of some supernatural agency usually coincides with a striking complexity
drop. However, the precise reason why complexity drops lead to the detection of
supernatural agency remains to be spelled out.

To understand this, let us suppose that we are playing with a die. We expect the
outcome of throws of a die to be random (for example: 3, 6, 1, 4, 2). Now, let us
imagine that the observed outcome happens to be the following: 6, 6, 6, 6, 6.
According to our model, this leads to some agency detection: someone must have
tampered with the die—the die is definitely not a fair one! In front of such a
complexity drop, the abnormal simplicity of the sequence is explained by resorting
to an agent, and importantly this agent is a human one (not a supernatural one)
because we possess a natural causal schema specifying how humans can tamper
with dice. Let us now return to Case 1. As with the loaded die, a complexity drop is
observed (a random sequence was expected and a nonrandom one occurs). Unlike
the case of the loaded die, however, in Favret-Saada’s case, we do not have any
natural causal schema at our disposal in order to explain how a human agent
caused the complexity drop. We know very well that humans can tamper with a die
whereas we know of no human-like being able to control the course of existence
and able to turn fortune into misfortune (or the other way around). When facing a
complexity drop such as the one discussed by Favret-Saada, we are thus inclined to
explain the nonrandom sequence of misfortunes by postulating the existence of an
agent, and because no natural agent can turn fortune into misfortune, this agent
must be a supernatural one. Indeed, only a supernatural causal schema can do the
job of explaining such a complexity drop. Two kinds of complexity drop should
thus be distinguished: one which can be accounted for by natural causal schemas
and another which can only be accounted for by supernatural causal schemas.
Hence, the two criteria of the Complexity Drop Model of the Supernatural (CDMS):
an event or a being will be ascribed supernatural features, if (i) the complexity
which defines it is much lower than what was expected, and if (ii) the observed
complexity drop cannot be accounted for by some natural agency.

The CDMS seems able to explain fairly well the supernatural agency detection at
work in Case 1. But how well can it equally easily account for cases such as those
discussed by Evans-Pritchard (Case 2) or Stépanoff (Case 3)? It is here that
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Dessalles’s theory proves particularly fruitful and powerful. Indeed, not only does
Dessalles provide a mathematical framework defining complexity drop in a thor-
oughgoing manner, but he also identifies distinct types of complexity drop.10 As
will be shown, each of the three case studies presented above illustrates one specific
type of complexity drop. For the sake of clarity, let us define the three types of
complexity drop:

– Type 1. Complexity drop triggered by redundancy. First, a complexity drop can
stem from the simplicity (the redundancy) of a pattern of events: one is
expecting a random (a complex) string (e.g., a string where 1s and 0s are
instantiated randomly) but observes a redundant (a simple) string (e.g., a string
consisting only of 1s or 0s).

– Type 2. Complexity drop triggered by proximity/familiarity. Second, complexity
drop can stem from the abnormal simplicity of the place or the characters
involved in an event. Famous places (e.g., the White House) or famous people
(e.g., Barrack Obama) are remarkably simple, because computational resources
required to describe them are very limited. Similarly, familiar places (the place
where one was born) or familiar people (one’s relatives) are particularly simple
(not for everyone, but for the person concerned).

– Type 3. Complexity drop triggered by atypicality. Third, complexity drop can
stem from atypical features. Let us consider the following geometric shapes: 3
squares and 1 chiliagon. To be sure, a chialiagon is intrinsically much more
complex than a square (describing it requires more computational resources).
However, if we want to single one specific shape out of the four aforementioned,
it will be simpler to single out the chiliagon than any of the three squares.
Singling out the chiliagon requires the program to follow one single instruction
—“pick up the shape which does not look like the others”—whereas singling
out one of the squares requires our program to use an additional instruction
—“pick up the shape which looks like the others” and “which is located on the
left/right.” This is why, from an algorithmic standpoint, atypical items are
intrinsically more complex than typical ones but are paradoxically simpler to
describe.

As demonstrated earlier, Favret-Saada’s case illustrates how Type 1 complexity
drop can lead to the detection of supernatural agency. It is worth emphasizing that
Type 1 complexity drop can result from either an abnormal succession of unfor-
tunate events (Favret-Saada, 1980) or an abnormal succession of fortunate events
(such as being abnormally successful at hunting or in love affairs) (Brown, 1986).
We now turn to the two other cases.

Evans-Pritchard insists that when Azande resort to magical explanations, they do
not mean to deny the reality of physical or biological processes at work (e.g., the

10See: Dessalles (2007, 2010). As a matter of fact, Dessalles identifies about a dozen of types of
complexity drops. In this chapter, we discuss only three of them. However, several types of
complexity drops singled out by Dessalles share commonalities and could therefore arguably be
grouped together.
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termites eating the wood of the granary) but they want to explain why is it that these
“particular people”—these close friends and these relatives—have been injured and
killed (Evans-Pritchard, 1976, p. 22). Clearly, what puzzles the Azande is not that a
granary can fall—they know that, in virtue of the laws of nature, such a thing can
very well occur—but rather that the granary can fall at the very wrong time and on
the very wrong people. This is too big a coincidence! According to the CDMS,
there is nothing incomprehensible in the Azande’s puzzlement. The event they
interpreted in magical terms is indeed puzzling because the people concerned were
very “particular people” (relatives and close friends); these people were, in algo-
rithmic terms, abnormally simple people. So some (supernatural) agency had to be
held accountable for this complexity drop. Evans-Pritchard’s case thus illustrates
how a Type 2 complexity drop can lead to the detection of supernatural agency.

In Stépanoff’s case, we are dealing with entities (mostly animals, but also plants
and rocks) whose features are remarkably atypical (because of their color, size or
shape). This schema fits very well with what we have defined as Type 3 complexity
drop. Atypical entities (such as an albino squirrel) are algorithmically simpler to
describe than entities sharing many features with the other surrounding entities. It is
worthy to note that Type 3 complexity drop can be brought about by an atypical
physiological feature but also by an atypical behavioral feature. Anthropologists
have extensively documented how, in certain regions of the world, animals
behaving abnormally are suspected to be not real animals but spirits momentarily
inhabiting an animal or taking the deceiving shape of an animal (e.g., Keifenheim,
1999).

Let us take stock: when an event or a being is processed with fluency (when it is
algorithmically simple) while it was expected to be processed with difficulty (ex-
pected to be algorithmically complex), the unexpected fluency (the complexity
drop) is explained by inferring that some agency has interfered at some point in the
generating process; when, furthermore, the kind of agency required to cause such an
unexpected fluency (such a complexity drop) does not fit with ordinary causal
schemas, an extraordinary (or supernatural) causal schema is then posited or used. It
must also be remembered that unexpected fluency (complexity drop) can be caused
by distinct mechanisms (for a summary, see: Table 2).

Comparing the CDMS with Other Cognitive Models of Magic

In recent years, several models of magic have been developed by cognitive sci-
entists of religion.11 Spelling out how our proposal distinguishes itself from other
well-established models will enable us to better understand the originality and
scope of the CDMS.

11Note that cognitive science of religion is not restricted to the study of religion stricto sensu.
Many researchers working in this field are investigating shamanism, magic, witchcraft, etc.
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Epidemiological Versus Doxastic Models of Magic

Among the most influential models of magic, those accounting for the epidemi-
ology of supernatural representations deserve a special mention (Atran, 2002;
Barrett, 2004b; Boyer, 2001; Sperber, 1996). Even though they differ in the details,
all these models share the core thesis that owing to their counterintuitiveness,
supernatural representations prove particularly catchy and can thus spread very
successfully across space and time. The cognitive science of religion thus seems to
corroborate the psychological approach to magic: recognizing that magical repre-
sentations are essentially counterintuitive is apparently quite consistent with saying
that counterintuitive stimuli tend to trigger magical explanations. Nevertheless,
there is good reason to resist conflating these two lines of research and to maintain
that the counterintuitive models of magic developed by the proponents of the
epidemiological approach do not accord well with those put forward by develop-
mental psychologists.

What psychologists demonstrate is that children (and, in some cases, adults) are
inclined to postulate the existence of magical processes or magical beings in order
to explain the occurrence of impossible events. That is, the need for an explanation
leads people to be committed to the existence of magical entities and to believe in
magical entities. In this regard, psychological models of magic attempt to explain
the doxastic dimension of magic. By contrast, epidemiological models of magic are
impervious to doxastic and ontological issues. Their aim is not to explain why or
even whether people believe in or are ontologically committed to certain entities.
Epidemiological models modestly aim at explaining why certain representations are
very memorable and easily transmitted and why others are less so. Now, pace
Boyer, remembering is not believing.12 For example, we may all very well
remember the concept of Santa Claus; the concept of Santa Claus may be very
catchy; still, most of us do not believe in the existence of Santa Claus. The folklore
is replete with myths, legends, and tales depicting counterintuitive entities. Fair
enough. But this does not mean that representing (remembering, narrating, painting,
etc.) these entities amounts to being committed to their existence—some people
believe in some of these entities and others do not. Epidemiological models attempt
to understand how representations spread in space and time but they have nothing
to tell us as to why people might believe (or not believe) in them. Epidemiological
models remain silent about the doxastic dimension of magic; in this regard, they are
very different from the models of magic that developmental psychologists advocate.

Epidemiological models tend to equate supernaturalness with counterintuive-
ness. Yet, as just mentioned, people can very well represent counterintuitive entities
and still not believe in them. The set of counterintuitive representations is therefore
bigger than that of supernatural beliefs. Moreover, as demonstrated earlier, people
often believe in magic in situations in which no counterintuitive event or entity is

12Cf. Boyer (2001, pp. 302–304). For a critical discussion of Boyer’s assumptions, see Fortier (in
press).
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involved (think of Favret-Saada’s or Evans-Pritchard’s case). It is important to
understand why people interpret certain events (e.g., a sequence of misfortunes) or
certain beings (e.g., an albino squirrel) as magical and why they are committed to
the reality of these representations. Remarkably, the CDMS meets all these
challenges.

The Hypersensitive Agency Detection Device and the CDMS

Some proponents of the epidemiological account of magic have attempted to meet
the doxastic challenge by developing a model which explains why people are
sometimes inclined to be committed to the existence supernatural entities. This is
notably the case of Justin Barrett, who endorses the epidemiological program, but
who has also developed the Hypersensitive Agency Detection Device (HADD)
model in order to explain why people believe in some of the representations that
they entertain (Barrett, 2004b). The HADD model is based on a wealth of studies
showing that humans (and, to a certain extent, primates) are very adept at detecting
agency (see: Rutherford & Kuhlmeier, 2013). By and large, the HADD assumes
that it is evolutionarily advantageous to overdetect danger and agency in the world:
it is better to trigger false positives (to detect a predator when there is none) rather
than omitting actual signals (missing to detect a predator which is there). According
to this view, humans have acquired a special ability to detect agency in their
environment, and as a result, they are now prone to see agents everywhere (to see
faces in the clouds, to attribute intentions to beings devoid of mental states, etc.).
The HADD model is wide ranging. It includes three distinct versions of the same
general claim:

– From misperception to agency detection. This line of research has been mainly
explored by Stewart Guthrie (1993). Pareidolia is a striking instance of the kind
of agency detection. Humans are prone to see anthropomorphic patterns (typi-
cally, a face) where there is no such pattern. Arcimboldo’s paintings exemplify
this bias fairly well. If one sees a face in a rock, one may subsequently infer that
this rock is a living being and possess some kind of agency.

– From motion to agency detection. Another type of agency detection is based on
motion. Heider and Simmel’s (1944) famous study provides a good illustration
of this phenomenon. When one sees a plain shape (such as a triangle) moving in
a certain way, one cannot help attributing mental states to this triangle (e.g., this
triangle is attacking or protecting someone). Motion is used as a cue to agency;
as a result, agency can be ascribed to objects which are known for not pos-
sessing any agency.

– From etiological gaps to agency detection. Barrett (2004b) has extensively
discussed cases where an event occurs while no visible agent is present. A door
closing by itself generates an etiological gap: it is known that doors don’t close
by themselves, if it seems to do so, it must be because of an invisible agent. In
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such a case, the existence of an invisible agent will be postulated to elucidate
why the door closed itself and to fill the etiological gap.

Can these three versions of the HADD account for the three case studies
introduced earlier? Does the HADD differ from the CDMS? Let us first focus on the
two first versions of the HADD (misperception and motion). The weakness of these
two models is that at most they explain how natural agency is ascribed but they do
not say a word as to how supernatural agency is ascribed. By contrast, the CDMS
readily explains how, for example, supernatural agency is inferred from a sequence
of unfortunate events (only an agent with supernatural powers is able to turn fortune
into misfortune). How could supernatural agency be inferred from pareidolia or
motion? Besides, these two versions of the HADD wrongly assume that agency
detection can only occur if the agent is visible. Yet, in many cases, supernatural
agency detection occurs while the agent is not visible whatsoever (in Bocage
witchcraft, for instance, misfortunes are visible but the causes of these unfortunate
events—the supernatural agents—are not).

The third version of the HADD is a little more promising. Inter alia, it manages
to explain how detection of supernatural agency occurs.13 The main drawback of
this model, however, lies in the fact it takes agency detection to follow from the
violation of physical laws. In the example of the door, an etiological gap needs to be
filled only because some domain-specific counterintuition occurs. This is a serious
problem because, as explained earlier, most of the cases provided by ethnographers
do not involve the violation of any domain-specific knowledge. The HADD fails to
account for this crucial fact. The CDMS, on the other hand, perfectly meets this
challenge.

Probabilistic Models of Magic and the CDMS

Finally, it has been proposed that probabilistic models could help us understand the
main mechanisms of magic (Bronner, 2003, 2007; Clément, 2003). Building upon
previous research on probabilistic reasoning, it has been suggested that a cognitive
bias such as the gambler’s fallacy could explain why people have a distorted
perception of probabilities and randomness, and thereby, why they resort to magical
explanations. As Bronner (2003, 2007) remarks, people wrongly assume that the
usual random course of nature is not compatible with homogeneity14; if a

13It is worth remarking that the supernaturalness of the agency at hand is still quite limited:
admittedly, no natural agent can invisibly close a door, but it remains that closing a door, unlike
turning fortune into misfortune, is not an outstanding feat.
14This is Bronner’s own term. It must be pointed out that what is meant exactly by “homogeneity”
remains rather vague. The term clearly seems to overlap with the concept of simplicity. The
problem, however, is that Bronner does not provide any formal mathematical definition of
homogeneity. As a consequence, no straightforward prediction can be made. By contrast,
Dessalles’ theory and the CDMS are grounded on neat formalism.
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succession of fortunes (or misfortunes) occurs in a row, people will be puzzled and
will look for a special (a supernatural) explanation, because they will reason that
such a succession cannot be brought about by nature alone. This probabilistic
approach to magic has many ideas in common with the CDMS.

Despite their valuable strengths, however, Clément’s and Bronner’s models
remain limited for at least two reasons. First, they account very well for people’s
tendency to misrepresent randomness and probabilistic processes in general, but
they do not spell out the link between probabilistic reasoning and agency detection.
The link between cognitive biases and supernatural agency detection remains
unexplained. The merit of Kushnir, Wellman, Xu, and colleagues is precisely to
have discovered what the missing link was. Drawing upon these studies, the CMDS
clearly spells out how supernatural agency detection stems from probabilistic rea-
soning. This is an important difference with Clément’s and Bronner’s models.

The second limit of existing probabilistic models of magic is that not any
improbable event is liable to be interpreted as magical. Admittedly, in the three
case studies we have examined something highly improbable is happening (i.e., an
uninterrupted sequence of misfortunes is improbable; having relatives killed by the
collapse of a granary is improbable; meeting an atypical animal or plant or rock is
improbable); yet, there are plenty of improbable events which will never be
interpreted in magical terms. Improbability is a necessary but not a sufficient
condition of magic. Unlike strictly probabilistic models of magic, the CDMS does
not predict that any improbable event triggers magical explanations; more
specifically, it states that only complexity drops are likely to trigger magical
explanations. Complexity surges (i.e., encountering randomness when order was
expected) are very often highly improbable but they are not interpreted in magical
terms. Think of the case mentioned earlier: I am walking in a meadow in which
flowers are scattered randomly, and when I face an abnormally straight line of
flowers I infer that a human agent must have intentionally planted the flowers this
way. Now, let us consider the reverse case: I am walking in a jardin à la française
and I am expecting to encounter only straight lines of flowers around me, but then,
suddenly, I encounter flowers randomly distributed. Would I infer from this
complexity surge that some human agent has intentionally planted these flowers
randomly? This is very doubtful. Hence, the idea that agency detection is
specifically a matter of complexity drop and not a matter of statistical improba-
bility. The CDMS is more parsimonious and specific than existing probabilistic
models of magic and it is able to make predictions which better fit with actual
anthropological data.
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Toward a Big Picture: Putting Counterintuitive-Magic
and Probabilistic-Magic Together

Secularization and Explanatory Coexistence:
The Persistence of Magic Through History

Before examining how the types of magic identified so far are combined and
employed through development and cultures, it will be useful to look at the his-
torical trajectory of magic. In particular, did the advent of modernity and secular-
ization take place to the detriment of magic? It is often claimed that modernity and
magic are antagonistic. For example, Weber (2003) and Thomas (1971) have both
championed the view that religion and science have considerably contributed to the
elimination of magic. Thomas notably maintained that the advance and develop-
ment of science has gradually confuted magical beliefs; similarly, Weber famously
contended that the world is now disenchanted (entzaubert) and there is no room in
the secular cosmos for magic anymore. The accuracy of such assertions obviously
depends on which definition of magic is adopted. If magic is defined in counter-
intuitive terms, then there is perhaps a grain of truth in Weber and Thomas’ claim.
For instance, the ingenuousness that people showed in front of counterintuitive
feats a few centuries ago (Le Bouyer de Fontenelle, 1687) has arguably largely
vanished; it might be that now more than before, adults see impossible events as
being the result of trickery rather than real magic (but see Subbotsky, 2004, 2014).
If magic is defined in terms of complexity drops rather than impossible events,
however, Weber and Thomas’ thesis might be proved wrong. In the remainder of
this section, we will show that magic (as defined by the CDMS) is still widespread
in the modern world. We will also suggest that two types of explanatory coexis-
tence should be distinguished: forced coexistence (when two competitive
explanatory frameworks coexist) and easy coexistence (when two non-competitive
and complementary explanatory frameworks coexist).

It must first be acknowledged that the so-called wane of magic has never
properly taken place. Human activities in which a great deal of uncertainty is
involved are still, even in the modern world, replete with magical beliefs and
practices (Bersabé & Martinez Arias, 2000; Blumberg, 1963; Keinan, 1994; Rudski
& Edwards, 2007; Vyse, 1997). A plethora of anecdotes demonstrate that politi-
cians and sportsmen (two domains in which uncertainty is prominent) often resort
to the service of magicians (Bleak & Frederick, 1998; Blumberg, 1963; Pégard,
2000). Moreover, secularization processes are often only illusory. For example, one
rather convincing idea that Favret-Saada (1986) has put forward is that the rise of
witchcraft observed in the Bocage was a direct consequence of the demagification
of the Catholic Church. Following the demands of clerical authorities, the priests
stopped indulging in magical rituals, and as a result, Bocage peasants felt the
pressing need of dealing with their existential misfortunes and they thus turned to
witchcraft. The secularization of religion (in this case of the Catholic Church) was
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not a sign of the secularization of the world; it simply amounted to a transfer of
magical beliefs and practices from one side (the Catholic Church) to another
(witchcraft).

It has been shown above that magic is to be distinguished from religion. While
the latter is mainly concerned with otherworldly matters and big questions, the
former is remarkably pragmatic, utilitarian, and down-to-earth. It is a pity that
recent research on explanatory coexistence—i.e., on the simultaneous use of natural
and supernatural explanations—does not subdivide the broad category of the
supernatural into to subcategories: magic and religion (Legare, Evans, Rosengren,
& Harris, 2012; Shtulman & Lombrozo, 2016). In itself, explanatory coexistence
challenges the secularization story; if people explain the world in both natural and
supernatural terms, this implies that, after all, supernatural beliefs have not entirely
disappeared. It is worth emphasizing, however, that the thesis of the disenchantment
of the world concerns chiefly magic. Modernity and secularization are claimed to be
antagonistic with magic but not necessarily with religion (Weber, 2003). For
instance, the coexistence of evolutionary and creationist explanations in accounts of
the origin of man does not directly contradict the secularization story (Evans, 2001),
whereas the coexistence of biological and witchcraft explanations in accounts of
illness clearly does (Legare & Gelman, 2008).

Only tangible efficiency and material well-being matter in magic; there is no
room for morality or otherworldly speculations. Science and religion, on the other
hand, do address speculative issues such as the origin of man, of the universe, or the
fundamental nature of things. Science shares with magic its instrumental and
mechanistic image of the world, but it shares with religion its taste for abstract
theorizing and big questions. In science and religion, a great amount of reflective
effort is put in refining theories and grasping truth. By contrast, magic does not
exhibit any kind of craving for truth; theoretical refinement is not seen as intrin-
sically valuable and worth pursuing; magic invests efforts in theorizing only to the
extent that it will bring tangible outcomes.

On issues such as the origin of the universe, the earth, and man, religion used to
hold theories directly competing with those of science. For example, the Roman
Catholic Church has been forced to gradually update its theories in response to
numerous challenges sparked by science (Hess & Allen, 2008). By contrast, magic
is seldom in competition with science. Scientific explanations are not meant to
elucidate why, for example, a complexity drop takes place when a granary collapses
(Case 2). Magical explanations, on the other hand, are chiefly concerned with
complexity drops. Magical theories are unlikely to be defeated by science because
science does not intend to build any competitive theory accounting for complexity
drops.15 The coexistence of magical and scientific explanations seems to be very

15It could be objected that sometimes science does produce theories liable to be competitive with
magic and to demystify it. For example, when Gilovich, Vallone, and Tversky (1985) attempt to
demonstrate that the “hot hand” phenomenon is a sheer fallacy, it seems that their scope indeed
overlaps that of magic. But two remarks are in order: first, it is important to underline that scientific
investigations demystifying magic are much rarer than those demystifying religion; second,

294 M. Fortier and S. Kim



natural: each has a specific and an exclusive explanatory scope. No strenuous
theoretical work is required to make them compatible. By contrast, the coexistence
of religious and scientific explanations requires a great amount of theoretical
refinement and hybridization. Making science and religion compatible is hard work
because their explanations are competing.

The two distinct patterns of coexistence that we are trying to excavate become
particularly salient when we look at fundamentalism. It appears that religious
fundamentalism undermines explanatory coexistence while magical fundamental-
ism does not. There is little doubt that a Christian fundamentalist will embrace
creationism and reject evolution wholeheartedly. On the other hand, the Zande
“witchcraft fundamentalist” who believes in spells and witches beyond doubt will
still acknowledge without demur that when a granary collapses it is not only
because of the witch’s agency but also because of termites and physical laws. The
non-competitiveness of magic and science seems to be bidirectional: it is hard to
conceive of a system of magic in which supernatural explanations have entirely
ruled out natural ones; and conversely, it is hard to conceive of a secularization
process which would have undermined every magical belief.

Legare et al. (2012) have proposed that three types of explanatory coexistence
should be identified.16 Following the previous remarks, we suggest that two
additional types of coexistence should be recognized: forced coexistence and easy
coexistence. Cases where magical explanations coexist with scientific ones illustrate
what we have in mind when we speak of easy coexistence. In situations such as
those described by Case 1 (Bocage witchcraft) and Case 2 (Zande witchcraft),
beliefs in magic on the one hand and in biology and physics on the other are
combined rather smoothly. Religious explanations and scientific ones, on the other
hand, are more difficult to put together. As illustrated by the attempts of progressive
popes to make biblical accounts of the world compatible with those of the most

(Footnote 15 continued)

demystification attempts against magic do not seem to be as successful as those against religion. In
this regard, it is worth noting that a series of recent studies seem to invalidate Gilovich et al.’s
analysis and to demonstrate that the hot hand phenomenon is in fact real (Bocskocsky, Ezekowitz,
& Stein, 2014; Raab, Gula, & Gigerenzer, 2012; Sun & Wang, 2010). By and large, when a
cognitive psychologist objects to believers in magic that their beliefs are demystified by such and
such bias in probabilistic reasoning, believers can still reply: “the existence of a cognitive bias in
general does not prove that the very specific complexity drop which happened to me was the result
of that bias rather than the manifestation of a genuine non-random (i.e., intentional) process.”
Magic aims to explain singular events (not events in general), and science can hardly challenge it
in this regard.
16The first type of coexistence involves an explanatory pluralism across situations or contexts (it is
a case of explanatory coexistence only lato sensu because coexistence is not considered under the
same conditions). Namely, depending on context, people are likely to explain the same phe-
nomenon (e.g., death) either in natural or in supernatural terms. The second type of coexistence
consists in explaining the same phenomenon by resorting to two distinct explanatory frameworks
and letting it rather vague as to how the two frameworks are exactly working together. In the third
type of coexistence, two frameworks are used to explain distinct aspects of the phenomenon at
hand; the explanatory function of each framework is thus clearly specified.
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advanced science, a lot of amendments and hybridizations are required to ensure
explanatory coexistence between science and religion.

Shtulman and Lombrozo (2016) have thoroughly examined the different ways in
which explanatory coexistence can be accounted for. They find it rather uncon-
vincing to argue that supernatural explanations persist—and coexist with natural
ones—because people still lack proper scientific knowledge or because intuitive
ontologies (core knowledge) make them think unscientifically, or because system 1
(fast unreflective thinking) is not be able to comply with the reflective products of
system 2 (slow reflective thinking). Shtulman and Lombrozo reject all these
accounts and advocate a fourth explanation contending that supernatural thinking is
still there simply because of its utility (2016, pp. 59–60). They further suggest that
understanding the roots of explanatory coexistence probably requires a multifarious
account. Here again, it seems that clearly distinguishing between magic and religion
could help us better solve the challenge at hand. We have argued that humans have
a craving for accounts that can explain complexity drops. Magic is extremely good
at fulfilling this craving. So, as far as the coexistence of magical and natural
explanations is concerned, Shtulman and Lombrozo’s thesis that coexistence is
underlain by utility seems quite convincing. However, it might be argued that some
other account of explanatory coexistence is to be found when it comes to the
coexistence of religion and science.

Notwithstanding all this, it is important to acknowledge that not any magical
account of complexity drop is equally immune to scientific findings. Specifically, it
seems that in the three case studies we have examined, only two clearly remain
independent from science: namely, when magical explanations are triggered by an
abnormally simple sequence (Type 1 complexity drop) or by abnormally simple
characters and locations (Type 2 complexity drop). By contrast, it appears that
when magical explanations are triggered by an atypical morphology or behavior
(Type 3 complexity drop), science remains liable to undermine such explanations.
In this case, magical explanations and natural explanations seem to be in compe-
tition and the coexistence between the two will be forced rather than easy. Let us
consider the example of an albino squirrel which is purported to have supernatural
powers because of its atypical features. If Siberian shamans were taught about
genetics and about the biological underpinnings of albinism, it is likely that they
would discard their belief about the supernaturalness of albino squirrels; at least,
hard work would be needed in order to make natural explanations (the genetic
account of albinism) and supernatural explanations (the shamanistic account of
albinism) coexist. While scientific explanations cannot easily demystify magic
based on Type 1 and Type 2 complexity drops, it appears that they can readily do so
with magic based on Type 3 complexity drops. When assessing the impact of
science and secularization on magic, one should therefore always pay close
attention to the type of complexity drop at work.
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Developmental Psychology and the Anthropological
Challenge

Throughout this chapter, we have introduced a new model of magic in which
probabilistic reasoning plays a key role. This model contrasts with existing psy-
chological accounts of children’s concepts of magic in which the violation of
domain-specific intuitions has been the main focus. However, it must be empha-
sized that the apparent conflict between these two models of magic should not be
understood as the conflict between two distinct scientific camps trying to model a
single cognitive mechanism but rather as two complementary approaches
researching two distinct cognitive mechanisms.

The first part of this chapter reviewed empirical studies investigating the
“counterintuitive” model of magic. Children seem to perceive and understand the
occurrence of events violating their domain-specific knowledge as magic. By
contrast, anthropological reports about magic better fit with the “probabilistic” (or
“algorithmic”) model of magic. It appears that humans are liable to deploy distinct
concepts of magic and therefore that magical beliefs and practices stem from two
different sets of cognitive mechanisms.

It could be tempting to have a developmental story as to how
“counterintuitive-magic” gradually transmutes into “probabilistic-magic”, as people
grow older. Such a story would allow developmental psychologists to take the
anthropological challenge not too seriously: the relevance of the probabilistic model
of magic would be restricted to adulthood. Until proven otherwise, however, there
is no evidence to borne out such a developmental story. Hence the first challenge:
as yet, developmental psychologists have been exclusively studying magic through
the lenses of the counterintuitive model of magic and they have disregarded the
possibility that magical beliefs and practices are extensively underpinned by
probabilistic mechanisms, not only among adults, but also among children.

Admittedly, a few psychologists have already paid some attention to the rela-
tionship between impossibility, improbability, and magic. Such is the case of
Shtulman and Carey (2007). One significant finding reported in this study is that
children have it that an impossible event can occur in the real world only thanks to
some magical interference, whereas an improbable event can naturally occur in the
real world (2007, pp. 1026–1027). At first sight, this seems to provide evidence
against the first challenge just outlined: as far as children are concerned, it is wrong
to claim that improbable events trigger magical explanations. It is worth looking at
the definition of “improbability” Shtulman and Carey operationalize in their
experiment, though. The kind of event they have in mind when speaking of “im-
probable events” are events such as “finding an alligator under the bed,” impor-
tantly, in their experiment, they explicitly rule out any “statistical” definition of
improbable events (2007, pp. 1017–1018). As we have seen throughout the chapter,
the probabilistic model of magic predicts that only events involving some kind of
complexity drop are likely to trigger magical explanations. While statistical
improbability does generate such complexity drops, on the other hand, “conceptual
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improbability” (e.g., finding an alligator under the bed) notably fails to do so. As a
consequence, Shtulman and Carey’s study does not bear on the definition of
probabilistic-magic that we are proposing here. To our knowledge, psychologists
have never studied the link between complexity drops and magical explanation. The
challenge anthropology is posing to psychology thus seems to remain unaddressed.

In order to properly address this challenge, psychologists should introduce new
experimental paradigms in their toolbox. Experimental paradigms usually used by
psychologists involve children who are typically presented with events violating
intuitive ontologies (e.g., a flying physical object) and a character who is shown to
be able to bring about such counterintuitive events. By contrast, the kind of para-
digm satisfactorily operationalizing the probabilistic definition of magic advocated
here would feature the occurrence of striking complexity drops (e.g., drawing a
white ball from an urn containing mostly black balls) and a character shown to be
able to bring about such counterintuitive events. Indeed, from our probabilistic
standpoint, a supernatural agent (or a human endowed with supernatural powers) is
nothing more than an agent able to bring about complexity drops left unexplained
by ordinary models of causation.

Not only does the complexity drop model suggest that psychologists may have
forgotten to take into consideration the probabilistic mechanisms underlying
magical explanations, but, what is more, it may be that these probabilistic mech-
anisms are in fact much more used and widespread than the domain-specific ones
on which psychologists are focusing. Classical experimental paradigms of magic
consist in presenting children with events violating intuitive ontologies. It is
undeniable that children tend to resort to magical explanations when faced with
such counterintuitive stimuli. Such stimuli are massively produced by psychologists
in laboratories or conjurers on stages in theaters, but it is worth noting that these
stimuli are very rare in the natural world. If one endorses a naturalistic approach and
rejects the existence of miracles, one must conclude that counterintuitive stimuli
exist only to the extent that humans use their tricks and ingenuity to produce them.
On the other hand, stimuli characterized by a complexity drop do not always require
the interference of human agency. A succession of unfortunate events sometimes
occurs naturally whereas a miracle always requires the interference of some kind of
trickery.

Contrary to what authors such as Le Bouyer de Fontenelle (1687) mistakenly
asserted, a modicum of anthropological knowledge suffices to realize that agents
supposedly endowed with supernatural powers (witches, sorcerers, shamans, etc.)
are not claiming to be able to bring about impossible events but rather to bring
about complexity drops. As a consequence, being exposed to a culture where
magical practices are pervasive does not amount to being exposed to numerous
counterintuitive events. It seems fair to say, then, that both children and adults are
presented in their daily existence with a substantial amount of naturally occurring
complexity drops while counterintuitive events remain rather rare. Therefore, the
worry is that, when presenting children with counterintuitive events, psychologists
do target a cognitive faculty children have (that of interpreting such events magi-
cally) but they may fail to specifically target the cognitive mechanisms children are
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tapping into when they are faced with complexity drops in their daily existence.
Hence, the second challenge that anthropology poses to psychology: as yet, psy-
chologists have been exclusively studying magical explanations triggered by
counterintuitive stimuli and it may be that such magical explanations remain in fact
rarely employed in the real world because of the lack of naturally occurring
counterintuitive stimuli; conversely, it may be that magical explanations triggered
by complexity drops are the only ones massively employed in the real world—
indeed, the natural environment is replete with complexity drops while counter-
intuitive events are to be encountered mainly in psychology laboratories and on
stages.

Counterintuitive-Magic and Probabilistic-Magic Across
Development

The comparative examination of psychological and anthropological studies on
magic led us to single out two types of magic: (1) counterintuitive-magic (for short,
CT-magic) is characteristically triggered by counterintuitive stimuli and is under-
pinned by domain-specific cognitive mechanisms; (2) probabilistic-magic (for
short, PR-magic) is characteristically triggered by complexity drops and is under-
pinned by probabilistic (or algorithmic) cognitive mechanisms. Different
hypotheses can be put forward as to how these two types of magic coexist together,
or replace each other, or prevail over the other across development.

Four Hypotheses About the Developmental Trajectory
of Counterintuitive-Magic and Probabilistic-Magic

In what follows, we will consider four potential hypotheses about the develop-
mental trajectory of CT-magic and PR-magic (see summary in Table 1):

Let us spell out the content of Table 1:

Hypothesis 1. Replacement of CT-magic by PR-magic throughout development.
The first hypothesis has it that CT-magic is the only kind of magic to be found

Table 1 “Counterintuitive-magic” and “probabilistic-magic” across development

Childhood Adulthood

Hypothesis 1 CT-magic PR-magic

Hypothesis 2 CT-magic + PR-magic PR-magic

Hypothesis 3 PR-magic PR-magic

Hypothesis 4 CT-magic + PR-magic PR-magic + CT-magic
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among children while PR-magic is the only kind of magic to be found among
adults.
Hypothesis 2. Decrease of CT-magic after short coexistence of PR- and CT-magic.
The second hypothesis advances that children are capable both CT- and PR-magic,
but that, as they grow older, they eventually discard CT-magic and keep exclusively
PR-magic.
Hypothesis 3. Exclusivity of PR-magic throughout development. The third view
claims that both children and adults exert exclusively PR-magic.
Hypothesis 4. The coexistence of CT-magic and PR-magic throughout development.
The fourth hypothesis states that CT-magic and PR-magic coexist both among
children and adults.

Hypothesis 1: Replacement of Counterintuitive-Magic
by Probabilistic-Magic Throughout Development

The strongest evidence in favor of Hypothesis 1 is that, on the one hand, plenty of
findings from developmental psychology support the existence of CT-magic, and
that, on the other hand, plenty of data from anthropology support the existence of
PR-magic. Clearly, the most straightforward way to solve these two sets of findings
is to advance that developmental psychologists accurately account for magic at
work in children’s minds while anthropologists accurately account for magic at
work in adults’ minds.

There are some reasons to reject Hypothesis 1, though. As it happens, we have
recently designed an experiment operationalizing the probabilistic definition of
magic developed in this chapter,17 and one of us (MF) has conducted this experi-
ment in the Peruvian Amazon, with children aged from 5 to 9. Interestingly, the
preliminary data suggest that at least some children are able to discriminate between

17In this experiment, the supernatural agent (the shaman, the witch, the medicine man) was defined
as an agent able to control complexity drops occurring in the world. Children were presented with
videos featuring a character drawing balls from three urns located in front of him. These urns
contained black balls and only one single white ball. Importantly, white balls were the only balls
containing a reward inside: thus, drawing a white ball was tantamount to being lucky and drawing
a black ball tantamount to being unlucky. If the character was drawing a black ball, he was being
expectedly “unlucky” (expectedly, because most of the balls were black in the box); if, on the other
hand, he was drawing a white ball, he was being unexpectedly “lucky” (unexpectedly, because
only a single ball was white in the box). Because urns contained mostly black balls and because
balls were being drawn randomly, the character was expected to be most of the time expectedly
“unlucky”. This is precisely what was happening in the first phase of the experiment (no
improbable outcome occurred). But, in the second phase, the character started to draw balls with a
very special glove or performing a special ritual before drawing the balls. Thanks to this “magical”
glove or to this “magical” ritual, the character was now drawing only white balls from the urns.
The character was thus being unexpectedly lucky; he was somehow able to control the proba-
bilistic unfolding of the events of the world and to make happen only fortunate events (i.e., to
make happen only drawings whose outcomes were white balls).
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random complexity drops and complexity drops seemingly resulting from the
interference of an agent endowed with magical powers. Furthermore, when asked
about the occurrence of a complexity drop, a few children explicitly reported that
the complexity drop they had observed in the video had been caused by magic. This
demonstrates that at least some children do resort to magical explanations when no
ordinary model of causation can satisfactorily account for the occurrence of a
complexity drop. In other words, PR-magic is already at work among children (at
the very least, among some children). This is no big surprise given that very young
children are known to be good probabilists (Denison, Reed, & Xu, 2013) and good
at inferring agency from complexity drops (Kushnir et al., 2010; Ma & Xu, 2013;
Wellman et al., 2016). Taken together, these results tend to invalidate Hypothesis 1.

All this being said, the claim that PR-magic is to be found already among
children may need to be a bit qualified. One possibility is that children already
possess PR-magic but that this kind of magic is not as widespread among children
as it is among adults. A long time ago, Mead (1932) had noticed that supernatural
thinking could not be boiled down to some kind of intellectual immaturity; by the
same token, some experimental studies have recently showed that supernatural
explanations increase with adulthood. This has been clearly demonstrated in
Legare’s study on supernatural explanations of illness in South Africa (Legare &
Gelman, 2008). Such findings nicely echo thorough ethnographic work revealing
the importance of training in the development of magical thinking (e.g., Luhrmann
1991). To put it in our own terms, detecting complexity drops in the environment
may be a universal ability but it certainly requires intense training to properly
develop. These remarks strongly suggest that although PR-magic is most likely
already at work in young children’s mind, it is not yet fully developed.

On a related note, one could surmise that some types of complexity drops (e.g.,
Type 1) are readily detected by everyone, including children, while other types of
complexity drops (e.g., Type 2 or Type 3) require a great deal of enculturation. It is
also worth emphasizing that magical inferences are amply guided by background
knowledge. Explaining an abnormal complexity drop requires the possession of a
theoretical framework specifying what kind of supernatural entity usually causes
such and such complexity drop. Cultures in which complex cosmologies are
available explain different types of complexity drops by resorting to different types
of supernatural entities. For example, depending on whether the illness is short and
sudden or gradual and long-lasting, it will be inferred that a witch rather than a
sorcerer or a spirit rather than God, has caused the illness. Such inferences seem to
require a cognitive sophistication that children may not have. Thus, even though
PR-magic may already be at work among children, it remains unlikely that children
are able to employ magic with as much sophistication as adults.
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Hypothesis 1 and Hypothesis 2: Decrease
of Counterintuitive-Magic Throughout Development

Both Hypothesis 1 and Hypothesis 2 advance that CT-magic decreases as children
grow older. While younger children and older children are both able to detect the
specialness of impossible events (Johnson & Harris, 1994), only the former judge
that such events can still occur in real life through the interference of magic (e.g.,
Phelps & Woolley, 1994). A recent neuroimaging study shows that the recognition
of impossible events and the subsequent reflective effort to make sense of the causal
incongruity of such events coincide with an increased activity in the dorsolateral
prefrontal cortex (DLPFC) and in the anterior cingulate cortex (ACC) (Parris,
Kuhn, Mizon, Benattayallah, & Hodgson, 2009). This finding interestingly echoes
other studies showing that prefrontal areas—and particularly the DLPFC—are
notoriously deactivated in dreaming (Hobson, Pace-Schott, & Stickgold, 2000;
Maquet et al., 1996; Schwartz & Maquet, 2002). It is well known that impossible
events occurring in dreaming are almost never recognized as incongruous—pre-
sumably because of the deactivation of the DLPFC. Contrariwise, in lucid
dreaming, where the activity of the DLPFC resembles that of wakening states,
impossible events are easily recognized as incongruous (Dresler et al., 2012;
Schmitz, Kawahara-Baccus, & Johnson, 2004; Voss, Holzmann, Tuin, & Hobson,
2009). More to the point, neuroanatomical studies on the development of the
prefrontal cortex among children allow us to speculate that the reason why children
are able to recognize the specialness of impossible events and yet unable to
demystify such events (to treat them as mere trickery) is that their prefrontal cortex
(and in particular their DLPFC) remains largely underdeveloped (Diamond, 2002;
Giedd et al., 1999). However, this hypothesis should be cautiously considered,
because, first, the DLPFC seems also to be recruited when improbable (but pos-
sible) stimuli are processed, and second, the distinction between improbable and
impossible stimuli may simply be a question of degree of activation (Fletcher et al.,
2001; Fugelsang & Dunbar, 2005; Parris et al., 2009).

It could consequently be argued that psychological and neuroscientific findings
support to a certain extent the claim (common to Hypotheses 1 and 2) that
CT-magic significantly decreases throughout development. As humans grow older
(as, presumably, their DLPFC and ACC develop), they become more and more
skeptical about impossible events and they come to demystify impossible stimuli
they are presented with. Unlike impossible events, complexity drops appear to
remain unaffected by the development of prefrontal critical faculties. Indeed,
complexity drops do not entail the occurrence of events violating basic causal laws.
The existence of CT-magic depends on the absence of prefrontal scrutinizing of the
world; on the other hand, PR-magic depends only on the ability to use complexity
drops as a cue to agency (Griffiths & Tenenbaum, 2001; Kushnir et al., 2010; Ma &
Xu, 2013; Wellman et al., 2016). Hypotheses 1, 2, and 3 all reason that if the
development of prefrontal critical faculties coincides with the decrease of
CT-magic, then, the only type of magic to be found in adulthood will be PR-magic.
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Hypothesis 3: Exclusivity of Probabilistic-Magic
Throughout Development

Hypothesis 3 goes even further than simply saying that only PR-magic is to be
found among adults. It additionally contends that PR-magic is the only type of
magic children are capable of. One motivation for endorsing this hypothesis is that,
as argued earlier, it might be that CT-magic is after all nothing more than an
experimental artefact to be encountered only in psychology laboratories where
children are presented with stimuli violating their intuitive ontologies; in the real
world, where no such naturally occurring stimuli are encountered, children would
never have the chance to exert CT-magic. Therefore, in natural settings, the only
kind of magic to be encountered among humans (regardless of their age) would be
PR-magic.

The soundness of this Hypothesis depends on what is meant by saying that only
PR-magic is present among children. This can be interpreted in two ways: (1) in the
everyday world, children use only PR-magic; (2) children resort to magic only
when they are presented with improbable stimuli and not when they are presented
with impossible ones (regardless of whether this is done in a laboratory or in the
everyday world). While (1) is concerned with how children think in natural settings,
(2) is interested in studying children’s cognitive dispositions and doing so may
include the use of stimuli rarely (or even never) occurring in natural settings. By
and large, it seems, anthropologists tend to find question (1) more significant and
interesting than question (2), and conversely, psychologists tend to find (2) more
significant than (1). We do not want to enter into this debate here, but let us simply
point out that if Hypothesis 3 is understood to mean (2) it is then clearly untenable
for, as we have seen, plenty of evidence demonstrates that when presented with the
right stimuli children do use CT-magic. By contrast, if what is meant is no more
than (1), then further investigations should be carried out in order to assess whether
this hypothesis is accurate or not.

Hypothesis 4: The Coexistence of Counterintuitive-Magic
and Probabilistic-Magic Throughout Development

Hypothesis 4 denies the main claim of Hypothesis 3 regardless of whether this
claim is understood as meaning (1) or (2). To be sure, no naturally occurring
impossible stimuli can be observed in the real world but it remains that advanced
technology or illusions do generate such stimuli; consequently, it seems disputable
to claim that no counterintuitive event is ever encountered outside of psychology
laboratories and theater stages. As we have seen, children do not always possess the
critical tools to demystify counterintuitive events (to recognize them as being no
more than the product of trickery or technoscience). For this reason, like
Hypotheses 1 and 2, Hypothesis 4 predicts that children often use CT-magic both
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inside and outside of laboratories: counterintuitive stimuli brought about by tricks
and technological achievements are seen as real magic. Hypothesis 4 is bolder than
Hypotheses 1 and 2 as it claims that CT-magic is widespread no less among adults
than among children. To be sure, adults have the ability to demystify impossible
events; yet, Hypothesis 4 insists that even though adults are able to demystify
impossible events, it does not mean that they always do so. Experimental evidence
supports the view that, at an implicit level, adults to behave as if they were
believing in CT-magic (Subbotsky, 2014). Moreover, it seems that when one’s
image of the world allows for some miracles to occur, not all impossible events are
being demystified (Luhrmann, 1991, 2012).

Hypothesis 4 has probably some grain of truth. What is more doubtful, however,
is whether CT-magic is as important as PR-magic in adult cognition. Cultural
differences seem to matter, here. While it is very hard to find examples of
impossible events interpreted in magical terms in witchcraft or shamanism, it is
undeniable that such examples can readily be pointed out in the Christian tradition.
Let us now turn to the question of knowing how the types of magic are instantiated
across cultures.

Types of Magic Across Cultures

Types and Subtypes of Magic

Different types (and subtypes) of magic have been identified throughout the chapter.
The two types of magic are: PR-magic and CT-magic. Furthermore, it has been
shown that CT-magic can be further divided into two subtypes of magic depending
on whether the violation at work is minimal or maximal. Likewise, it has been
shown that PR-magic can be further divided into three subtypes, which correspond
to the three mechanisms by which complexity drops can occur. All these types and
subtypes of magic are summarized in Table 2.

A few remarks are in order. As previously explained, entities exhibiting atypical
features do violate knowledge, but only domain-general knowledge, not
domain-specific one. Atypicalities trigger counterintuitions but not in the modular
sense of the term. Here, when we speak of CT-magic, we specifically refer to
counterintuitions violating domain-specific knowledge. This is why violations of
domain-general knowledge coinciding with complexity drops are classified as
PR-magic rather than CT-magic. When discussing the different types of counter-
intuitions, we identified three types of counterintuitions as well as a fourth type that
we called a contradiction (e.g., “God is trine and one”). This fourth type of
counterintuition is not featured in Table 2. The reason is that while counterintuitive
beings and events are talked about both in magic and religion, contradictory beings
and events, on the other hand, seem to belong only to religion.

The important question we now want to tackle is that of knowing whether the
types and subtypes of magic summarized in Table 2 are liable to be more developed
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in certain cultures than others. Specifically, two proposals are worth examining:
(1) CT-magic may be more developed in Christian cultures and less so in
shamanistic or witchcraft ones; (2) PR-magic based on Type 3 complexity drop
seems to be rarely encountered in modern and Western cultures, whereas it seems to
be widespread in indigenous and more traditional cultures.

Counterintuitive-Magic in Christian Tradition

Owing to the importance it attaches to miracles, Christian tradition differs from
numerous other supernatural systems. One first answer, then, would be to say that
CT-magic is virtually absent in witchcraft or shamanism but is relatively wide-
spread in Christian cultures. As we know, the Epistles describe many miracles that
Jesus is purported to have accomplished (Jesus walking on water, feeding the
multitude or changing water into wine, etc.) (Pyysiäinen, 2008). Such narratives are
often discussed and commented on among Christians. It is hence plausible that the
view that magic is first and foremost a matter of counterintuition originates itself in
the Christian concept of magic as the power to make miracles. Scholars who are not
familiar with magic in non-Christian contexts should therefore be careful not to
project the Christian framework onto other cultures where such a framework is
irrelevant.

Probabilistic-Magic in Christian Tradition

It must be emphasized that the importance of CT-magic in Christian culture is not
necessarily incompatible with the pervasiveness of PR-magic. What anthropologists
of Christianity have precisely shown is that, in their daily life, Christian believers
use mostly PR-magic (Wilson, 1983). It is worthy to point out that most of
Christian believers have never experienced miracles. Complexity drops, on the
contrary, are part of everybody’s existence. Qua humans, Christians believers are
like everybody else: they mainly have to monitor and control complexity drops
(improbable events), and in this respect, miracles (impossible events) do not matter
greatly. There is no much difference between an animistic Shipibo singing to the
spirit of toé (Brugmansia) to recover a lost item and a Roman Catholic believer
praying Saint Anthony to recover a lost item. Such daily practices are all about
managing complexity drops and have not much to do with impossible events.
Finally, it must be noted that the term “miracle” is sometimes used in Christian
contexts to refer to improbable rather impossible events (Mosse, 2006).

Counterintuitive-Magic and Probabilistic-Magic in Shipibo Culture

Participant observation is particularly useful to assess the distribution and perva-
siveness of distinct (sub)types of magic within a culture. During our stay in Shipibo
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communities of the Middle Ucayali, we noticed daily talks about PR-magic. This
type of magic is typically used to explain why a man is unusually lucky (or
unlucky) in hunting (or fishing), why an animal behaves atypically, why a child is
ill, etc. In all these cases a complexity drop is taking place and Shipibo people make
sense of such a drop by resorting to the world of spirits, shamanism, and sorcery.
By contrast, very rarely did we notice any talk about CT-magic. Only one clear
such case has been reported to us. Leonardo (now an elder) told us that one day,
while he was still a child, a mestizo magician able to transform humans into animals
arrived in the village and threatened Leonardo’s father to turn him into a nag if he
was not to give away a pig. This story is clearly based on CT-magic; but such
stories are very rare in communities of the Middle Ucayali.

On the other hand, some aspects of Shipibo thinking suggest that CT-magic may
be more present in indigenous communities of the Middle Ucayali than in Western
countries. Although CT-magic seems very rarely used by Shipibo people, it is not
unlikely that, when presented with counterintuitive stimuli (impossible events),
Shipibo adults will be more inclined than Western adults to interpret these stimuli in
magical terms. Indeed, ethnographic anecdotes suggest that the reality/fantasy
distinction and the ascription of unreality to impossible events (i.e., recognizing
them as the mere product of trickery) greatly varies across cultures. For example,
Shipibo adults do not seem to grasp the difference between present-day real beings,
real beings of the past, and fictional beings.

Television has recently arrived in the indigenous communities of the Middle
Ucayali, and as a result, more and more Shipibo adults have occasionally the
opportunity to watch documentary films and movies. To our surprise, we were once
asked the following by a Shipibo adult: “Martin, tell me, are there dinosaurs living
in your country?” As it happens, our informant had recently watched Jurassic Park.
Because he did not have the background knowledge that we have about special
effects, it seems that he understood the entire movie as a nonfictional film: he
reasoned that people who recorded this video had traveled somewhere on earth
where these astonishing animals called dinosaurs are actually living. If you do not
know about special effects, such a line of reasoning is indeed very rational.
Similarly, a colleague reported us that he has had the opportunity to watch Avatar
with his Shipibo friends; they were all fascinated and bewildered and kept asking
him during the entirety of the movie what kind of animal or human Na’vi were.

On another occasion, we were trying to impress our Shipibo informant by telling
him that, in Western countries, some people jump from high cliffs and fly in the sky
thanks to wingsuits. To which our informant responded at once that he was already
knowledgeable about it and even knew the name of the man accomplishing such
feats: Superman. Indeed, not long ago, he had had the opportunity to watch
Superman and manifestly understood Superman’s feats as nonfictional facts. Taken
together, this ethnographic evidence implies that the ascription of reality or unre-
ality to fictional beings and impossible events varies across cultures.

From the Impossible to the Improbable: A Probabilistic Account … 307



Subtypes of Probabilistic-Magic Across Cultures

It appears that subtypes of magic are also unevenly distributed across cultures. For
example, while Type 3 complexity drops are encountered in Siberian and
Amerindian indigenous cultures (Keifenheim, 1999; Stépanoff, 2015), it is hard to
find any instance of it in modern magic (Blumberg, 1963; Favret-Saada, 1980). This
may be related to the point we made earlier to the effect that Type 1 and Type 2
complexity drops, unlike Type 3, are hard to demystify and can thereby overcome
secularization. Another potential cultural specificity must be pointed out. It has
been mentioned that Type 3 complexity drop can take at least two forms: mor-
phological and behavioral. Now, an interesting hypothesis worth exploring is that in
cultures in which livestock farming prevails atypical features interpreted in magical
terms are chiefly the color, shape, and size of animals whereas in cultures in which
hunting prevails atypical features interpreted in magical terms are chiefly the
behavior, smell and sound of animals. The comparison of Southern Siberia on the
one hand (Stépanoff, 2015) and Northern Siberia and Amazonia on the other
(Déléage, 2005; Gutierrez Choquevilca, 2010; Keifenheim, 1999; Willerslev, 2007)
is in this regard very enlightening.

Conclusion

We have first presented the widely adopted view in psychology according to which
magic is underpinned by domain-specific mechanisms: when faced with impossible
events, young children—and some old children and adults—are inclined to resort to
magical explanations. By contrast, anthropological data suggest that, in the wild,
magic (i.e., shamanism, witchcraft, sorcery, etc.) is usually underpinned by
domain-general mechanisms: when faced with complexity drops, adults—and, most
likely, children—are inclined to resort to magical explanations. We have argued
that these two models of magic are not to be understood as two accounts of the
same phenomenon but rather as two accounts of distinct cognitive mechanisms.

One could object that anthropological findings fall out of the scope of psy-
chology: what matters is not how people think in their everyday life but how they
perform if asked to carry out an experimental task. When comparing the psycho-
logical and the anthropological approach to magic, it is therefore always important
to bear in mind the distinction between cognitive dispositions (psychology’s scope)
and actual cognitive performances (anthropology’s scope). Nevertheless, we have
argued that anthropological data do pose a challenge to the psychological model of
magic. First, psychologists have not empirically tested how children react to the
occurrence of complexity drops. In particular, the question of knowing whether
magical explanations are more easily triggered by complexity drops or by impos-
sible events remains to be investigated. Second, psychologists have shown that
magical explanations (triggered by impossible events) tend to decrease as children
grow older and as impossible events are gradually construed as trickery rather than
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real magic. This piece of evidence suggests that if any kind of magical thinking is to
be found among old children and adults, it will be PR-magic (i.e., magic triggered
by complexity drops). It is indeed much harder to demystify magical interpretations
of complexity drops than magical interpretations of impossible events. Likewise,
secularization seems to undermine mostly the CT-magic and not so much the
PR-magic. Magic based on probabilistic reasoning is largely compatible with sci-
ence and is probably here to stay.

We hope that this new probabilistic model of magic will lead psychologists,
anthropologists, cognitive scientists of religion, and historians of religion alike to
investigate many of the questions and challenges which have been raised in this
chapter but which will remain in abeyance until more research is carried out.
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Part IV
Investigation of Lay Theories About

Mental and Physical Health



Mindsets of Body Weight

Jeni L. Burnette, Crystal L. Hoyt and Kasey Orvidas

At first glance, what to believe about the nature of weight management seems
straightforward—excess weight is the result of the surplus of calories consumed
minus calories expended. Thus, the solution is fairly easy—eat less, move more.
Although there is some truth to the idea that weight can be changed using such a
simple strategy, there is also significant debate about the optimal weight loss
approach. For example, some studies show that eating less is far more important
than exercise for determining weight (e.g., Wilks et al., 2011), whereas others show
that calorie restriction interventions inevitably fail (Mann et al., 2007; Mann, 2015).
Furthermore, the public is constantly bombarded with disparate messages. For
example, in the United States, the American Medical Association (AMA) labeled
obesity a disease (Pollack, 2013). Does this mean weight is genetically determined?
Alternatively, Michelle Obama’s “Let’s Move” campaign stresses the importance of
eating healthy, getting active and taking action (Let’s Move Initiative, 2010). Does
this mean people who fail to reach their weight loss goals are to blame for not
changing their lifestyle?

These weight management messages highlight the fundamental issue of whether
people should believe that body weight is a fixed entity or a malleable attribute.
Such a lay belief or theory is also called an implicit theory or mindset (Dweck,
2000; Dweck & Leggett, 1988; Molden & Dweck, 2006). In the current chapter, we
highlight the empirical research regarding the consequences of these weight-based
mindsets for a range of significant outcomes—from self-regulation to fat stigma to
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body shame. First, however, we briefly review generally what lay theories, or
mindsets, are, when they matter, and why they matter, before turning our attention
to mindsets of body weight.

Mindsets Overview

What Are Mindsets?

People’s mindsets are theories or beliefs that organize their world and give meaning
to events in their lives. Beginning with the seminal writings of William James,
consensus in the field of psychology supports the notion that personal beliefs are
critical for shaping one’s reality. The fundamental assumption that individuals vary
in their knowledge structures, or mindsets, which in turn greatly influences attitudes
and behavior is common to several perspectives on human behavior (Ross, 1989).
For example, Piaget, a pioneer in developmental psychology, suggested that
meaning systems are just as important as logical thinking in shaping behavior
(Piaget & Garcia, 1991). Similarly, Kelly (1955) proposed, “man looks at his world
through transparent templates which he creates and then attempts to fit over the
realities of which the world is composed” (pp. 8–9). Continuing with these ven-
erable traditions, Dweck’s implicit theory approach suggests that beliefs often
converge around two main themes: entity and incremental theories, also termed
fixed and growth mindsets, respectively. The entity framework holds that a human
attribute within a specific domain is unalterable. For example, in the intelligence
domain, an entity theorist would hold that intelligence is a fixed trait and not much
can be done to change it. In contrast, an incremental theorist believes in the mal-
leability of human attributes and would agree more strongly that intelligence can be
changed substantially through hard work and effective strategies.

In understanding generally what mindsets are, it is important to note across a
variety of studies and diverse populations that (a) mindsets are generally uncorre-
lated with demographics and personality and (b) people can hold different mindsets
in different domains (e.g., intelligence in general versus math in particular).
Although it appears as if implicit theories could potentially be confounded with
dispositional constructs such as optimism or self-esteem, past literature provides
empirical evidence that implicit theories are not correlated with these traits, or
others such as social desirability, the Big Five personality traits (i.e., extraversion,
agreeableness, openness, conscientiousness, and neuroticism), or self-monitoring
(Costa & McCrae, 1985, Dweck, Chiu, & Hong, 1995b). Additionally, mindsets are
rarely correlated with other individual differences such as academic aptitude,
education, or political stance (Dweck, Chiu, & Hong, 1995a; Niiya, Crocker, &
Bartmess, 2004; Plaks & Stecher, 2007; Spinath, Spinath, Riemann, & Angleitner,
2003; Tabernero & Wood, 1999). As for domain specificity, even if an individual is
an incremental theorist in regard to intelligence, believing intelligence is a
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malleable trait, this does not necessarily mean that those incremental beliefs will
carry over into other domains (Dweck, Chiu, & Hong, 1995a). For instance, an
individual can have an entity theory about moral character, but an incremental
theory of intelligence. Or, alternatively, an individual might be consistently praised
for his or her “natural” athletic ability and talent while practicing soccer. This
particular individual then may develop a fixed theory about athletic ability.
However, teachers praise this individual’s effort during academic endeavors,
thereby helping the child develop an incremental theory of intelligence. In sum-
mary, implicit theories are important knowledge structures about the fixed versus
malleable nature of human attributes. These beliefs or mindsets are distinct from
other dispositional tendencies and are domain specific.

When Do Mindsets Matter?

Now that we understand what implicit theories or mindset are (and are not), let us
turn our attention to the second question of when they matter. Dweck originally
developed the implicit theory approach to explain how the two meaning systems
impact persistence following setbacks (e.g., Dweck, 2000). More specifically, a
primary question of interest in the literature is: Why do some individuals
self-regulate and stay motivated even in the face of obstacles, whereas others throw
in the towel? For example, when runners first attempted to break the 4-minute mile,
what made some men continue to persist even though they were consistently
advised that breaking the barrier was physiologically impossible? In the face of goal
obstruction, Dweck and her colleagues proposed that a critical predictor of per-
sistence and coping with failures is people’s implicit theories or intuitive concep-
tions about the stability of human traits and attributes (Molden & Dweck, 2006).
Although this theoretical framework has primarily been applied to understanding
motivation in the wake of academic setbacks, implicit theories have also been
extended to understanding social perception, relationships, leadership, exercise,
weight management, and more, with an emphasis on a desire to understand when
failing inspires versus undermines motivation.

Across contexts, implicit theories predict how individuals handle ego threats—
threats to the sense of self. For instance, within a math domain, an incremental
theory can help buffer females against the deleterious effects of stereotype threat—
feeling threatened by the potential of conforming to negative beliefs about one’s
group (Burkley, Parker, Stermer, & Burkley, 2010; Steele, 1997). For example,
females, even if they are anxious about confirming the negative stereotype that they
are inferior to men in math, remain engaged and interested in the task if they hold a
growth mindset. Furthermore, when facing ego threats, such as a setback, growth
mindsets predict more effortful self-regulatory processes. For instance, in one study,
regardless of whether students held an entity or incremental theory, they had similar
math grades in elementary school, but when faced with the challenging transition
into middle school the students’ grades began to deviate from one another based on
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their implicit theory, with incremental theorists (students with growth mindsets)
outperforming their fixed mindset counterparts (Blackwell, Trzesniewski, &
Dweck, 2007; Dweck, 2012). Whereas incremental theorists use setbacks as
information about avenues for potential improvement, entity theorists respond to
such ego threats by focusing on their need to prove their abilities, viewing failures
as signs pointing to their innate lack of ability. For example, students holding an
entity theory of intelligence attributed a hypothetical academic failure to their
inherent intellect. In contrast, students with an incremental theory attributed failure
to inadequate effort (Henderson & Dweck, 1990). In summary, mindsets matter
most under ego threats with growth, relative to fixed, theorists reporting greater
resiliency when obstacles to goal pursuits may arise.

Why Do Mindsets Matter?

This brings us to our third question—why do mindsets matter? The fixed and
growth mindset meaning systems lead people to think, feel, and act differently
under similar situations. More specifically, implicit theories are an integral part of
people’s motivational systems influencing self-regulatory processes and ultimately
goal achievement (Burnette, O’Boyle, VanEpps, Pollack, & Finkel, 2013).
Mindsets matter because they set up how individuals set, strive for, and monitor
goal pursuits. Whereas individuals with growth mindsets set goals focused on
learning, employ mastery-oriented strategies in the face of challenges, and report
greater confidence and self-efficacy when evaluating the potential for future goal
success, individuals with fixed mindsets set goals focused on performance, employ
helpless-oriented strategies in the face of challenges, and report feeling vulnerable
and anxious when evaluating past and future performance.

First, mindsets matter for the goals people set (Moskowitz & Grant, 2009).
Growth theorists focus more on learning and fixed theorists focus more on per-
formance. Learning goals involve striving to master a skill (e.g., Maurer, Mitchell,
& Barbeite, 2002), whereas performance goals involve striving to demonstrate
one’s ability, frequently relative to others (e.g., Leondari & Gialamas, 2002). For
example, an athlete focused on gaining valuable skills such as mastering a header in
soccer is striving for a learning-oriented goal. In contrast, an athlete focused on
scoring more goals than the other team is striving for a performance-oriented goal.
Second, mindsets lead people to strive for these goals in different ways. There are
two central constructs relevant to mindsets and the goal striving process:
mastery-oriented versus helpless-oriented strategies. Mastery-oriented strategies
describe an overall “hardy response” (Dweck, 2000, p. 6), showing persistence and
tenacity (Dweck, 2000) such as help seeking (e.g., Ommundsen, 2003) and practice
time (e.g., Cury, Da Fonseca, Zahn, & Elliot, 2008). In contrast, helpless-oriented
responses entail perceptions of lack of control and thus result in averting attention
and resources away from one’s goal such as procrastinating and self-handicapping
(Diener & Dweck, 1978, 1980). Individuals with growth mindsets tend to engage in
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more mastery-oriented, and fewer helpless-oriented strategies when trying to reach
their goals (e.g., Chen, et al., 2008; Dweck & Molden, 2005; Elliott & Dweck,
1988; Hong, Chiu, Dweck, & Wan, 1999; Nichols, White, & Price, 2006; Wang &
Biddle, 2001; Wang, Chatzisarantis, Spray, & Biddle, 2002). Third, mindsets also
matter as people monitor their goals. That is, when they evaluate the degree to
which they are getting closer to the desired goal state and if they have the potential
to achieve it in the future. Whereas individuals with fixed mindsets tend to feel
stronger negative emotions, especially anxiety, individuals with growth mindsets
remain confident about the potential for future success (Burnette et al., 2013).

In summary, mindsets are beliefs about whether human attributes are fixed or
malleable. They matter most when individuals face ego threats or a threat to one’s
sense of self such as setbacks, critiques, or challenges. And, in understanding why
mindsets matter, one simple answer is because they establish the framework for
self-regulatory processes relevant to goal achievement.

Weight-Based Mindsets

Given the long-standing empirical support for the importance of mindsets in
understanding self-regulatory processes and achievement especially when individ-
uals face setbacks, scholars have turned to mindsets to offer insight into what leads
to effective weight management strategies (e.g., Burnette, 2010; Burnette & Finkel,
2012). For example, why do two people, equally devoted to the goal of losing
excess weight, so often differ in their degree of success at this task—with one
managing to reach his or her dietary goals and the other giving up entirely? What
helps some people continue to persist on their weight loss goals in the face of so
many environmental constraints? The answer to these questions is important con-
sidering the rates of obesity (Sturm & Hattori, 2013) and the links between reaching
a healthy weight and physical and psychological health (Blackburn, 1995; Pasanisi,
Contaldo, De Simone, & Mancini, 2001; Rippe et al., 1998). One key to variations
in persistence on diets can be found in each person’s belief about weight man-
agement—their implicit theory, or mindset, about the nature of weight.

Although a number of important perspectives can help predict sustained moti-
vation in health domains (e.g., health belief model, Maiman, Becker, Kirscht,
Haefner, & Drachman, 1977; social cognitive theory, Resnicow et al., 1997; and
theory of planned behavior, Ajzen, 1991; Ajzen & Fishbein, 1977; Norman,
Conner, & Bell, 1999), in the current chapter, we focus on the implicit or lay theory
approach. Such an approach can add to the existing literature by starting earlier in
the psychological chain, by providing a mechanism to leverage for behavioral
change, and by incorporating a growing body of literature supporting the impor-
tance of these mindsets for self-regulation (Burnette et al., 2013). For example,
implicit theories predict many of the outcomes relevant to other cognitive per-
spectives such as efficacy (Bråten & Strømsø, 2005), locus of control (Dweck et al.,
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1995a, b), or behavioral intentions (Dweck, Chiu, & Hong, 1995a). Furthermore, a
plethora of research finds that mindsets can be shifted with scalable low-cost
intervention efforts and that such efforts have high payoffs in terms of motivation
and achievement (e.g., Blackwell et al., 2007; Paunesku et al., 2015). Dieting is an
achievement domain with numerous parallels to previously studied areas in the
mindset literature. As individuals try to manage their weight, they establish goals,
experience setbacks, regulate their feelings of disappointment, and try to persist in
the face of adversity. Building on seminal implicit theories work, it seems likely
that people vary in their beliefs about the extent to which body weight is something
that can be changed and that these beliefs are critical for a host of important
outcomes.

Based on the allegiance to weight loss efforts, it seems most people believe
weight can change. For example, in the United States, people spend $40 billion a
year on dieting-related products—an amount that is more than the GDP of half of
the world’s nations (National Eating Disorders Association, 2005). But, what
should people believe about weight? Should people believe that weight is primarily
changeable or should they consider the genetic underpinnings? The answer has
implications not only for approaches to combatting obesity, but also influences
what people do to manage their weight as well as people’s perceptions about others
and themselves. The primary goal of the current chapter, in addition to situating the
research on weight-based mindsets into the broader work on implicit theories, is to
review the empirical evidence illustrating how weight-based mindsets are relevant
for understanding individuals’ self-regulatory processes and their evaluations of
themselves and others.

Weight-Based Mindsets and Self-regulation

Early implicit theory of weight research explored why some people persist and still
feel optimistic following inevitable dieting setbacks, whereas others feel helpless
and avoid dieting all together. Research suggests that people continue to fail to
reach their long-term dietary goals despite early success (Mann et al., 2007). For
example, in a meta-analysis of studies examining calorie restricting diets, over
one-third of dieters ended up regaining their weight, even after initial successful
loss (Mann et al., 2007). However, not all dieters fail, with one study illustrating
that approximately 10% or more maintain their weight loss for over a year
(Kraschnewski, et al., 2010). Regardless of long-term success rates, one thing is
clear—dieters face setbacks. After failing, individuals experience a range of emo-
tional reactions, including assessing whether continuing to strive for the goal is a
worthwhile endeavor, and deciding on a course of action. Building on Dweck’s
(2000) and Ommundsen’s (2001) work on the link between implicit theories and
feelings of optimism following a setback, early research on implicit theories of
weight tested whether feeling more optimistic mediates the link between mindsets
and goal striving strategies (Burnette, 2010). More specifically, across three studies,
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people with incremental theories of weight demonstrated different goal striving
patterns than those with entity theories in the wake of setbacks. In Study 1, in a
sample of 250 participants, those with stronger incremental theories of weight
reported fewer intentions to avoid future dieting attempts in response to a hypo-
thetical dieting setback and this effect was mediated by more positive expectations
about the potential for future success. In Study 2, in a sample of 287 participants
currently trying to lose weight, those with stronger incremental theories remained
optimistic in the wake of their dieting setbacks and reported less avoidant coping.
These processes had downstream implications for weight loss success. In Study 3,
an experimental manipulation provided causal evidence of the effects of an incre-
mental theory of weight on expectations and goals striving. Individuals assigned to
the incremental condition read a paragraph summarizing the evidence that weight
can be changed, whereas participants assigned to the entity condition read evidence
about the genetic basis of weight. Participants in the changeable, relative to the
fixed condition, reported feeling more optimistic about the potential for success and
greater intentions to engage in effortful regulatory strategies in the wake of a
hypothetical setback. Taken together, these studies suggest implicit theories of
weight serve as core assumptions that guide cognition and subsequent behavioral
intentions (Burnette, 2010).

Building on this work, researchers examined if an intervention designed to
promote an incremental theory of weight could be beneficial in helping dieters
reach their weight loss goals (Burnette & Finkel, 2012). A fundamental question of
this work was to examine if incremental beliefs are an important motivational piece
for understanding weight fluctuations in the wake of dieting setbacks. As past
implicit theory research has shown, mindsets matter most in times of threats to the
self (e.g., failure feedback, setbacks; Burnette et al., 2013). More specifically, the
authors compared the incremental theory intervention to a knowledge condition and
a true no-treatment control to examine weight loss success. In the incremental
theory condition, participants received information about the malleable nature of
weight, whereas in the knowledge condition, participants received information
about how lifestyle, nutrition, and exercise can influence their health. Similar to
other work examining dieting, most participants gained weight over time
(Neumark-Sztainer, Wall, Haines, Story, & Eisenberg, 2007; Stice, Cameron,
Killen, Hayward, & Taylor, 1999). However, participants in the incremental theory
condition, who adopted stronger beliefs in the changeable nature of weight, did not
gain weight in the wake of severe dieting setbacks. In conclusion, although the
knowledge and incremental theory messages were both effective at buffering
against the natural trend toward weight gain, the incremental theory mattered most
when dieters reported severe setbacks. The authors note that incorporating incre-
mental beliefs into broader dieting regimens may hold promise for helping indi-
viduals maximize their weight loss efforts (Burnette & Finkel, 2012).

In related work, believing obesity is caused by genetics impacts eating behavior,
providing additional evidence of the important role mindsets play in predicting
goal-directed behaviors. For example, participants randomly assigned to read
research articles stressing the genetic nature of weight, compared to those who read
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about the influence of social networks, consumed more calories (Dar-Nimrod,
Cheung, Ruby, & Heine, 2014). Similarly, messages noting that obesity is a dis-
ease, relative to those stressing the changeable nature of body weight, at least
indirectly, predicted higher calorie food choices (Hoyt, Burnette, &
Auster-Gussman, 2014). Additionally, researchers examined how two theories
about the nature of obesity: a diet lay theory (believing calories consumed matter
most for weight) and an exercise lay theory (believing calories expended matter
most for weight) influence weight-related outcomes (McFerran & Mukhopadhyay,
2013). Across multiple studies, using diverse participants, these implicit theories
reliably predicted not only eating behaviors but also actual body mass. More
specifically, individuals who held or were induced to believe more strongly in a diet
lay theory versus those who held or were induced to believe more strongly in an
exercise lay theory, consumed fewer calories and were less likely to be overweight.
These studies are interesting because both theories are incremental in nature. That
is, one could change their eating habits and/or their exercise behavior. Yet differ-
entiating between these two mindsets is important for understanding eating
behaviors and ultimately body weight.

The above studies examining eating behaviors primarily focused on different
messages and beliefs about the etiology of obesity (e.g., disease model, social
network, exercise, consumption, genetics). However, in other work, researchers
specifically examined how believing in the fixed versus changeable nature of
weight predicted and influenced eating behaviors. Across two studies, participants
with stronger fixed, relative to changeable beliefs about weight consumed more
calories from pleasure foods—high-calorie, high-fat foods in lab-based taste tests
(Studies 1–2; Ehrlinger, Burnette, Park, Harold, & Orvidas, in press). Additionally,
in a third study, participants with fixed, relative to changeable, theories of weight
reported less resilient nutrition self-efficacy and this predicted self-reported higher
calories consumed from fat. That is, participants who believed weight is fixed also
believed that they were less capable of coping with challenging eating situations
(e.g., belief that one can stick to healthy eating even in the absence of support, or
time to develop the routine; Schwarzer & Renner, 2000) and such self-efficacy
doubts undermined healthy eating behavior.

In addition to theories of weight influencing eating behaviors, mindsets about
body types have implications for exercise behaviors. For example, women who
held more of a growth mindset regarding the malleability of the body, reported
exercising more on a weekly and yearly basis in comparison to women holding an
entity theory. Interestingly, this relationship between implicit theories of body and
exercise behavior was moderated by weight discrepancy (i.e., the difference
between self-reported current weight and ideal weight). More specifically, the
relation between implicit theories and exercise was stronger for the women who
reported a low weight discrepancy. Thus, implicit theories may be especially
influential on exercise behaviors for individuals who believe their ideal weight to be
rather close to their current weight (Lyons, Kaufman, & Rima, 2013).

Considering the increase in the rate of Americans and individuals worldwide
who are overweight or obese (James, Leach, Kalamara, & Shayeghi, 2001), and the
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evidence reviewed above of the potential self-regulatory benefits of an incremental
theory of weight, continuing to study dieting motivation through cognitive
frameworks such as implicit theories can have important implications for public
policy messages as well as weight loss interventions. However, one important
question to answer first is: What are the implications of these beliefs for obesity
stigma? There are potential concerns with encouraging an incremental view of body
weight that follows from the stereotype content model (Fiske, Cuddy, Glick, & Xu,
2002) which argues that believing someone is in control of their circumstances (i.e.,
an incremental theory of weight) can lead to greater prejudice and discrimination
(also see Crandall & Martinez, 1996). In addition, what are the implications of these
incremental theories of weight for body image concerns and stigma internalization?
These are questions that researchers are just starting to answer.

Weight-Based Mindsets and Stigma

Beliefs about the changeable nature of weight can motivate some people as well as
political and public policy organizations to shame people to lose weight. For
example, the state of Georgia, in the United States, incorporated the following
slogans into their strong for life campaigns: “Warning: Big bones didn’t make me
this way, big meals did,” and “Warning: Fat prevention begins at home and at the
buffet line” (Browner, 2012). Far from the truth, these shaming tactics not only
perpetuate stigma, they undermine health (Puhl & Brownell, 2003). The fat
acceptance movement (e.g., Health at Every Size) tends to focus on the genetic
underpinnings of body weight (e.g., Bacon, 2010). Not only do these messages
reflect the way scientists, doctors, and the public might think about the nature of
body weight, they also have a significant influence on weight-based bias, including
the internalization of such stigma.

Weight-based stigma can have devastating effects on overweight and obese
individuals in the form of widespread prejudice and discrimination across domains
from employment, to health care, to education (Puhl & Heuer, 2009). Moreover,
weight-based prejudice and discrimination can have substantial adverse mental and
physical health consequences (Hunger & Major, 2015; Major, Eliezer, & Rieck,
2012; Major, Mendes, & Dovidio, 2013; Puhl & Heuer, 2009, 2010). Weight
stigma fits within two of the three primary types of stigmas proposed by Goffman
(1963): abominations of the body and blemishes of individual character. That is, it
arises from both the belief that overweight and obese individuals have a body that
breaches aesthetic norms (Farrell, 2011) and the belief that overweight individuals
are lazy and lack self-discipline and are therefore to blame for their excess weight
(Carr, Jaffe, & Friedman, 2008; Crandall & Martinez, 1996; Crandall &
Schiffhauer, 1998). Although a multitude of factors influence perceptions of over-
weight and obese individuals, at the root are people’s beliefs about the nature and
etiology of weight.
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Ample research demonstrates that implicit theories about the fixed versus mal-
leable nature of human attributes can play an important role in prejudice toward
those with devalued characteristics. In part, this is driven by how people process
information when perceiving others (Erdley & Dweck, 1993; Levy, Stroessner, &
Dweck, 1998; Plaks, Stroessner, Dweck, & Sherman, 2001; Poon & Koehler,
2008). Typically, entity theorists have a tendency to process information in terms of
specific traits, whereas incremental theorists are more likely to focus on the entire
picture and process information related to the dynamics of the situational context
(e.g., Bastian & Haslam, 2008). That is, entity theorists are much more likely to
engage in lay dispositionalism, the tendency to use traits as the critical unit of
analysis in social perception (Chiu, Hong, & Dweck, 1997; Levy, Stroessner, &
Dweck, 1998). The implicit theory literature consistently links entity theories to
both essentialist thinking and to greater prejudice (e.g., Haslam, Bastian, Bain, &
Kashima, 2006; Haslam, Rothschild, & Ernst, 2002; Rydell, Hugenberg, Ray, &
Mackie, 2007). By regarding characteristics, such as homosexuality, mental illness,
or obesity, as fixed, the stigmatized individual is imbued with an inherent ‘differ-
entness’ that is deemed both serious and persistent, which can promote prejudice
(Haslam et al., 2002, 2006; Hegarty & Golden, 2008).

However, research on attribution theory suggests that the link between implicit
theories of weight and anti-fat prejudice may not be so simple. Obesity is, in part, a
characterological stigma driven largely by blame (DeJong, 1993). As Crandall and
Reser (2005) noted, the relationship between viewing overweight people as
responsible for their weight and anti-fat prejudice is “one of the best-established
relations in the study of attitudes toward fat people” (p. 83, Crandall & Reser,
2005). That is, viewing weight as unchangeable and fixed, as opposed to change-
able, can serve to reduce the extent to which people blame overweight individuals
for their weight and, in turn, reduce anti-fat prejudice (e.g., Weiner, 1985; Weiner,
Perry, & Magnusson, 1988).

Thus, believing that weight stems from invariable, as opposed to flexible,
underpinnings has the potential to both increase anti-fat prejudice by imbuing
overweight individuals with an inherent and undesirable differentness, and to de-
crease prejudice by reducing the extent to which people blame overweight indi-
viduals for their weight. That is, weight beliefs can have a double-edged sword
effect when it comes to anti-fat prejudice, recently termed the stigma asymmetry
model (Hoyt, Burnette, Auster-Gussman, Blodorn, & Major, 2016). To test these
asymmetric stigma mechanisms driving the relation between fixed beliefs and
prejudice (i.e., increase via essentialism, decrease via blame), researchers presented
participants with weight-related public health messages either promoting the idea
that obese people may not have the ability to lose their excess weight, by labeling
obesity a disease, or a message arguing that weight is changeable (Hoyt et al.,
2016). Across all three experimental studies, the message that obesity is a disease,
relative to a message that weight is changeable, simultaneously strengthened the
belief in the unchangeable nature of weight and via this mechanism increased
anti-fat prejudice, and decreased blame and via this mechanism decreased anti-fat
prejudice.
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These double-edged sword effects associated with believing weight is fixed or
malleable extend beyond prejudice against others to how people feel shame over
their own body and experience stigma internalization. Recently, researchers have
taken a closer look at this by drawing upon the robust literature in attribution theory
(Burnette, Hoyt, Auster-Gussman & Dweck, manuscript in preparation). According
to Burnette and colleagues, conceptualizing weight as changeable or not influences
both beliefs that one is personally accountable for one’s weight, as well as beliefs
that one can engage successfully in weight regulation. Across two studies, they
show that believing weight is changeable both strengthens personal responsibility
attributions, thereby increasing body shame and self-stigma as well as strength-
ening the efficacy belief that with effort, one has the capacity to offset the current
condition, thereby decreasing shame and self-stigma. Additionally, they con-
structed a public health message designed to eliminate the shame that stems from
the responsibility attributions but maintain the benefits of the efficacy beliefs. This
message, that stressed not blaming people for their current weight combined with
the argument that effort and effective strategies can contribute to successful weight
regulation, was effective in eliminating the link between incremental theories of
weight and increased shame and stigma while maintaining the link between theories
and decreased shame and self-stigma through stronger beliefs that one can suc-
cessfully engage in effortful regulation.

In summary, beliefs about the changeable versus fixed nature of weight are
important for understanding both individuals’ self-regulatory processes in their
pursuit of weight management and the role of weight-based stigma in perceptions
and evaluations of others and the self. Specifically, believing more strongly that
one’s weight and body are changeable helps individuals regulate their expectations
in the wake of setbacks, which in turn is related to effortful regulatory strategies.
Additionally, believing weight is changeable directly and indirectly predicts more
successful weight loss and lower body mass. Such beliefs and messages are also
linked to reduced consumption of high-calorie, high-fat foods and increases in
exercise behaviors. Moreover, in considering how mindsets contribute to anti-fat
prejudice, research shows that stronger incremental theories predict greater blame,
and via this mechanism, greater anti-fat attitudes, but they also predict less
essentialist thinking and via this mechanism, weaker anti-fat attitudes. A similar
double-edged sword effect is demonstrated when examining the link to body shame.
Specifically, for body shame, incremental theories predict greater onset responsi-
bility, and via this mechanism, greater shame. They also predict greater offset
efficacy, and via this mechanism, less shame. Importantly, Burnette and colleagues
(manuscript in preparation) found initial support for a public health message that
maximized the benefits of an incremental message but reduced the stigma-related
costs. However, before we translate findings into policy, there are quite a few
unanswered questions regarding implicit theories of weight, as this is a rather
nascent area, with promising areas for future inquiry.
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Future Directions and Conclusions

How Are Weight-Based Mindsets Formed?

How do individuals learn and decide whether a human attribute can be changed or
not? Past work, within academic achievement contexts, has shown that one way is
through praise. For example, students who are told they are smart and talented are
more likely to develop fixed mindsets of intelligence, whereas those who are
praised for their hard work, for choosing effective strategies, and for learning from
others are more likely to develop growth mindsets of intelligence (Yeager &
Dweck, 2012). But, how do weight-based mindsets develop? One powerful influ-
ence is public health messages related to obesity. However, these messages, as we
noted in the introduction, are complicated, nuanced and often incongruent. This is
probably because in trying to understand the etiology, it quickly becomes apparent
that obesity is one of the most vexing issues of modern life. Merely a half century
ago, obesity was rare, then it “spread” to just a few nations before developing
throughout the world in just a few decades (Wadden, Brownell, & Foster, 2002).
Such a rapid increase begs the question, why? And the potential answers are as
varied as the colors of autumn. Is the obesogenic environment—one that encour-
ages the overconsumption of unhealthy foods and limits access to exercise—to
blame? Or is the Health at Every Size (HAES) movement’s philosophy more
convincing? They claim that 70% of an individual’s weight is dictated by genetics
and that unrealistic expectations and social stigma contribute to weight issues
(Bacon, 2010). Then, in 2013, the American Medical Association (AMA) labeled
obesity a disease—a decision with ramifications for not only how much individuals
value health (Hoyt et al., 2014), but also with implications for beliefs about weight
(e.g., Dar-Nimrod et al., 2014; Hoyt et al., 2014, 2016).

Despite initial evidence for the implications of various public health messages
about the etiology of obesity on weight-based mindsets, more work is still needed
and less is known about other potential influences. For example, individual expe-
riences and development likely influence weight-based mindsets. In a systematic
review assessing the effectiveness of dietary and exercise interventions, weight
regain approached the 50% mark (Curioni & Lourenco, 2005). What are the
implications of such fluctuations and disappointments for individuals’ mindsets?
On a related note, when do theories of weight develop? Implicit theory research
within an academic context suggests that theories of intelligence can be assessed as
early as elementary school (Erdley & Dweck, 1993). Additionally, this work
highlights how mindsets are especially malleable during times of transitions, with
most interventions targeting the transition to middle school (Romero, Master,
Paunesku, Dweck, & Gross, 2014) or college (Tamir, John, Srivastava, & Gross,
2007). What transition is key to implement the most powerful weight-based
mindset intervention? Is it during the shift from weight loss back to weight gain? Is
it early in development? Although interventions and experimental studies have
proven effective at shifting weight-based mindsets (Burnette, 2010; Burnette &
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Finkel, 2012), most of this work has focused on relatively short time periods. Thus,
many questions remain about not only how and when these mindsets develop but
also about the durability of weight-based mindset intervention effects.

In addition to public health messages and differences in weight management
experiences, media has the potential to influence a host of attitudes, including
weight-based mindsets. For example, advertisements presented in Western media
portray images of models that, due to photoshop and camera angles, are often
unrealistic and in doing so, “today’s media blurs the boundaries between glorified
fiction and reality” (Thompson, Heinberg, Altabe, & Tantleff-Dunn, 1999, p. 93).
Because reaching this thin ideal portrayed in the media is not feasible, body dis-
satisfaction often ensues (Thompson, et al., 1999). Attempts to change one’s body
based on fictitious images will almost inevitably lead to failure, and could con-
tribute to the development of more of a fixed mindset regarding one’s body.
Another area for future inquiry is to explore how thin ideals and related media may
contribute to beliefs about weight.

In summary, many questions remain about how weight-based mindsets are
developed. We have reviewed three influences noting (i) public health messages
related to the etiology of obesity, (ii) difficulties with sustained weight loss, and
(iii) media portrayals of thin ideals as potential contributing forces. In addition to
considering how and when weight-based mindsets develop, another relevant
question for future inquiry is whether an incremental message should be
encouraged.

Can Effort Be Carried Too Far?

We have shown how an incremental theory promotes greater effortful regulation
and stronger weight regulation efficacy, but can effort be carried too far? Might
especially strong incremental theories of weight promote excessive optimism? In
light of work on false hope (Polivy & Herman, 2002), is it possible that too strong
of an incremental theory can lead individuals to suffer from overconfidence?
Knowing when to abandon unattainable goals is as important as understanding
when to persist. With recent work highlighting the difficulties of long-term weight
loss (e.g., Anderson, Konz, Frederich, & Wood, 2001; Wing & Phelan, 2005), is
unconditional persistence desirable and might an incremental theory be disadvan-
tageous? Future research should examine this question and more. For example,
should an incremental theory of weight be encouraged in children? It seems
plausible that encouraging incremental theories of weight, especially in children,
can put undue pressure and may shame them. Thus, a more nuanced message is
needed—one that reduces blame and responsibility and at the same time does not
lead to essentialist thinking or helplessness. Burnette and colleagues (under review)
have initial evidence of the benefits of such a message without the costs but more
work is needed to understand different avenues for shifting weight-based mindsets
and to understand the impact of this message on different audiences. For example,
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past work demonstrates that praising effort rather than ability can encourage
incremental theories of intelligence (Mueller & Dweck, 1998). In the context of
weight management, this likely means encouraging healthy habits, rather than
pounds shed. Although theories of weight, and implicit theories more generally, are
relatively stable beliefs, a powerful situation or message can highlight one view
over the other and influence beliefs at that particular moment and beyond. In
summary, future work is needed to empirically investigate how to best send an
incremental theory of weight message that has the benefits without the costs and
how to do so at different developmental stages and across diverse populations.

Cultural Variations?

Are there cultural similarities in beliefs about weight? In other domains, such as
intelligence and morality, people in individualistic and collectivistic cultures hold
both entity and incremental theories to similar degrees (Chiu et al., 1997). However,
obesity rates and media-driven ideals for thinness vary by culture and likely impact
beliefs about the nature of weight management. Might obesity rates themselves
predict weight-based mindsets by sending implicit messages (e.g., through exposure
to high numbers of obese individuals, weight loss programs) about whether weight
can be managed? Moreover, cultural disparities in physical attraction ratings based
on weight might influence weight-based mindsets. For instance, past work reveals
that there are significant differences in what is considered physically attractive
depending on world region. When given the opportunity to choose from a variety of
female body shapes, participants from Eastern Europe, Scandinavia, and Western
Europe tend to select heavier figures than those from Western Europe and the
United States (Swami, et al., 2010). Additionally, exposure to Western media is
associated with favoring thinner body ideals (Swami, et al., 2010). Beyond obesity
rates and ideals for thinness, other sociocultural influences might influence
weight-based mindsets. For example, perceptions of weight and motivation to
engage in healthy lifestyle behaviors are largely shaped by societal norms and
environmental influences (Strahan, Wilson, Cressman, & Buote, 2006).
Sociocultural influences not only shape beliefs about the value of weight loss, they
also impact diet and exercise behaviors (Ricciardelli, & McCabe, 2001). Future
work should explore additional differences and similarities in beliefs about weight
across a range of cultures.

Conclusions

In this chapter, we first briefly reviewed how people’s beliefs set up a meaning
system within which people operate (Dweck, 2000). We identified a core personal
construct, namely implicit theories about whether attributes are fixed or malleable,
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and illustrated important consequences of these beliefs across a range of contexts.
We focused our analysis on implicit theories of weight, enumerating their impli-
cations for self-regulation, perceptions of overweight and obese individuals, and
stigma internalization. Research in this area endeavors to answer important ques-
tions: What leads some individuals to persist and achieve their weight loss goals and
others to feel helpless and avoid dieting and physical exercise all together? What
makes people more likely to indulge in pleasure food consumption? What helps
people stick to exercise regimens? What types of messages about the nature of
obesity decrease stigma and body shame? Results demonstrate that implicit theories
of weight (and body) are important for understanding the answers to these questions.
More specifically, stronger incremental theories of weight predict and lead to more
effortful self-regulatory intentions, can help buffer against weight gain following
more severe dieting setbacks, and can help reduce calorie consumption from fat.

Despite these potential self-regulatory benefits, we also illustrated how stronger
incremental theories of weight can indirectly both decrease and increase anti-fat
attitudes and self-stigma via opposing mechanisms. On the one hand, believing that
weight is changeable decreases the extent to which people view weight (and thus
overweight and obesity) as entrenched in the very nature of people and promotes
the belief that one can engage successfully in weight regulation, thereby decreasing
prejudice and shame. However, an incremental belief can also lead people to blame
others and themselves for their weight, thus promoting prejudice and shame.
Research also suggests that public health messages designed to simultaneously
decrease the blame placed on individuals for their weight, while also encouraging a
belief in the changeable nature of weight might be most effective in reducing both
anti-fat prejudice and shame. Moreover, these messages are likely to foster healthy
weight management by both decreasing weight stigma (Major et al., 2012) and
maintaining the self-regulatory benefits of an incremental theory of weight
(Burnette et al., 2013). As Kelly Brownell, a leader in the field of Food Policy and
Obesity once wrote, “It is possible and necessary to fight obesity while showing
compassion for people who have it” (Hoffman, Salerno, & Moss, 2012, p. xiii).

In conclusion, research on implicit theories of weight provides empirical evi-
dence illustrating the importance of these beliefs for a range of outcomes, from
self-regulation to body shame to weight loss success to weight-based prejudice.
Yet, this work is in its infancy with numerous questions for future inquiry. For
example, how and when do implicit theories of weight develop and what belief
should be emphasized? Are there potential drawbacks to an incremental theory of
weight, beyond those associated with blame that must be tempered? Importantly,
when it comes to weight management, mindsets matter but they are only one piece
to the puzzle. How might the power of a “blame-free” incremental theory of weight
be harnessed to maximize critical strategies for weight management, especially
those that revolve around managing an obesogenic environment in order to make
healthy decisions? We hope the summary provided in this chapter provides an
impetus for future work examining these questions about weight-based mindsets.
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Lay Theories and Metaphors of Health
and Illness

David J. Hauser, Randolph M. Nesse and Norbert Schwarz

How do we understand how our body works? How do we explain what is hap-
pening when someone is in pain or is displaying symptoms? How do we infer the
best ways to treat disease? We often understand abstract ideas like how the body
works and what the disease is by linking them to domains that are easier to
understand (Lakoff & Johnson, 1980). These links are referred to as conceptual
metaphors, and they are often seen in the metaphors people use to talk about these
topics. As we discuss in this chapter, conceptual metaphors are an important source
of lay theories of how the body and disease work. For example, enemy metaphors
for cancer, such as references to the “War on cancer” or telling others to “fight
cancer,” affect how people think about the disease and its prevention. Machine
metaphors for the body that assume it is made of discrete parts, each serving a
single purpose, guide the focus of medical research. Because metaphors can shape
the reasoning of lay persons as well as professionals, medical professionals should
be aware of the metaphors they use and the inferences these metaphors invite.
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Conceptual Metaphors and Lay Theories

Because they are not objects that provide direct sensory experience, abstract con-
cepts are inherently difficult to comprehend and represent (Barsalou, 1999; Paivio,
1971, 1986). What do we think of when we think of justice? What picture pops up
in our head when we consider morality? Few of us have firm representations of
these concepts that automatically activate when we encounter them.

In contrast, most of us have an easier time comprehending and representing
concrete concepts, things with which we have direct sensory experience. It is much
easier to think of dogs than of justice. A clearer picture pops into mind when we
consider apples than morality. Things that we directly encounter are easier to
comprehend and have more stable cognitive representations (Barsalou, 1999;
Paivio, 1971, 1986).

So then, how do we understand and represent things that we can never directly
experience? Conceptual metaphor theory (Lakoff & Johnson, 1980, 1999) suggests
that we do so by linking them to easier-to-understand concrete domains. This saves
cognitive effort and provides readily available representations of abstract concepts.
Rather than struggling to comprehend an abstract concept like time, we instead
think about it in terms of a domain we have much more experience with, such as
physical space (Boroditsky, 2000; Boroditsky & Ramscar, 2002; Hauser, Carter, &
Meier, 2009). We can move future events around in time just like we can move a
chair around a room—we can reschedule events and move them forward or
backward a few days. We can approach future events, while we can leave the past
behind us. These conceptual metaphors bring a host of easy-to-reach inferences
about what time is like and how it is structured that make thinking about it much
easier. They simplify representations of abstract concepts in terms of
easier-to-understand, familiar domains.

Conceptual metaphors are ubiquitous. One can spot them in common conver-
sational conventions. We talk about divinity and valence by drawing upon verti-
cality (Meier, Hauser, Robinson, Friesen, & Schjeldahl, 2007), moral purity by
drawing upon cleanliness (Schnall, Benton, & Harvey, 2008; Lee & Schwarz,
2010), friendliness by drawing upon warmth (Williams & Bargh, 2008; IJzerman &
Semin, 2009), and importance by drawing upon heaviness (Jostmann, Lakens, &
Schubert, 2009; Chandler, Reinhard, & Schwarz, 2012; Hauser & Schwarz, 2015a;
see Landau, Meier, & Keifer, 2010, for more examples). Multiple conceptual
metaphors can also be used to comprehend the same domain. As alluded to earlier,
we use physical space to think about time (Boroditsky, 2000), but we also think
about time as if it is money (Lakoff & Johnson, 1980). Time can be spent, stolen,
wasted, exchanged, loaned, etc. This conceptual metaphor makes many of the same
ways of thinking about money relevant to thinking about time. Not only can
abstract concepts utilize multiple conceptual metaphors, but also each metaphor can
explain and highlight different attributes of the abstract concept. Relating time to
space highlights the dynamic nature of events within time, such as how they can be
moved and how we perpetually draw closer to future events, whereas relating time
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to money highlights the value of time, facilitating decisions such as whether I
should spend the morning writing a manuscript or watching television. Different
conceptual metaphors often provide different explanations of the same abstract
concept.

As explained in other chapters in this volume, lay theories are explanations that
people use to understand and predict the world. Whether it is a lay theory of
intelligence as fixed or malleable (Dweck, 1999), self-control as a depletable
resource (Job, 2017), or mind-wandering as controllable or uncontrollable (Zedelius
& Schooler, 2017), lay theories provide simplified accounts of complex phenom-
ena. People draw upon these lay theories to understand their own thought processes
and the social world, which then guides decisions about their behavior.

Conceptual metaphors have much in common with lay theories. Both provide
simplified explanations which people use to inform their reasoning and behavior. In
that way, both are adaptive by helping people easily represent ambiguous situations.
However, both can be maladaptive; certain lay theories of intelligence and
self-control can have negative effects for how we respond to situations (Dweck,
1999; Job, 2017), and as will be shown, conceptual metaphors for cancer have
negative effects on how we think about the disease (Hauser & Schwarz, 2015b).

We propose that conceptual metaphors and lay theories are fundamentally
related constructs. Most lay theories highlight important attributes of a domain; for
example, that intelligence is fixed or malleable (Dweck, 1999) or that
mind-wandering is uncontrollable or controllable (Zedelius & Schooler, 2017).
Conceptual metaphors operate similarly by highlighting important attributes of the
abstract concept that fit the concrete domain (Lakoff & Johnson, 1980, 1999). For
example, “time is money” metaphors imply that time is valuable, and as we discuss
later, “cancer is an enemy” metaphors imply that attack rather than prevention is
important (Hauser & Schwarz, 2015b). Moreover, lay theories often rely upon
conceptual metaphors to communicate information. For instance, people holding an
incremental view of intelligence often describe it as being a skill that one can grow
“like a muscle” (Dweck, 1999), and willpower is often portrayed as a muscle that
can get fatigued (Job, 2017). Similarly, conceptual metaphors can provide expla-
nations of abstract concepts (i.e., lay theories) that people use to understand and
predict the world. For example, conceptual metaphors of valence imply that posi-
tivity is up and negativity is down (Meier & Robinson, 2004), which creates
preferences for Northern real estate locations (Meier, Moller, Chen, &
Reimer-Peltz, 2011) and more vote choice for higher listed politicians in election
ballots (Kim, Krosnick, & Casasanto, 2015). Conceptual metaphors tend to rep-
resent general concepts (e.g., the body, time, and valence) and are applicable across
many different domains while lay theories tend to explain more specific concepts
(e.g., intelligence and willpower). However, both function as accessible concepts
that influence comprehension, representation, and inference when they are appli-
cable to a target. In sum, conceptual metaphors and lay theories have similar effects,
in that they both suggest important qualities of an abstract domain, which carries
implications for how people interpret ambiguous situations and ultimately behave.
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These functional parallels do not imply that conceptual metaphors and lay the-
ories are fundamentally indistinguishable from each other. Each arises through
different processes, and the research traditions surrounding each rarely intersect.
But when it comes to how people think about health and disease, conceptual
metaphors and lay theories operate similarly. They each suggest a crucial attribute
about a phenomenon that can guide reasoning and behavior.

Conceptual Metaphors of Health and Disease

Bellicose Metaphors and Cancer

America is waging a war on cancer. Many patients are fighting and battling the
disease. Cancerous cells attack our bodies, and we try to destroy them with treat-
ment. Former President Obama claimed that “now is the time to commit ourselves
to waging a war against cancer as aggressive as the war that cancer wages against
us” (emphasis added; Lennon, 2009).

As shown here, public discourse commonly relates cancer to a hostile enemy
invader that we must attack and defeat (Sontag, 1978). It is the most popular
conceptual metaphor employed by science journalists (Camus, 2009) and cancer
patients in online forums (Semino et al., 2015). In everyday American discourse,
two of the top ten verbs are used to describe cancer call upon this metaphor (fight
cancer and battle cancer; Davies, 2008, cited in Hauser & Schwarz, 2015b).

However, these bellicose metaphors were not always dominant. They surfaced
only in the 1930s, when Mary Lasker joined the American Cancer Society and used
the metaphor to lobby for research funding. Her efforts were ultimately successful,
as the National Cancer Act of 1971 was passed, marking the beginning of the
government’s “War on Cancer” (Mukherjee, 2010). Thus, war metaphors began as
a way to drum up support for cancer research, and they have been effective.

Somewhere along the way, however, these metaphors transformed how people
think about cancer in general. Many metaphors center on how the public should act
toward cancer, such as sayings like, “We need to fight and beat cancer.” Other
sayings portray cancer biology and treatment in bellicose terms, positing that
cancerous cells attack the body and that our cancer treatments are the bullets and
ammunition that we use to destroy cancer. Others link cancer prevention to the
metaphor, like books that detail the foods that fight cancer or the cancer fighting diet
(Beliveau & Gingras, 2006). These bellicose expressions are interesting examples
of how metaphors may become overextended. While they had positive effects on
support for cancer research, they have now come to explain other aspects of cancer,
such as its biology, treatment, and prevention, with potential negative effects
(Aktipis, Maley, & Neuberg, 2010).

Simple exposure to this pervasive metaphoric language may negatively affect
how people think about cancer. Disease is an abstract concept. While people often
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experience the symptoms of illness in a very concrete way (e.g., a runny nose, a
sore throat, a high fever), this is not the case for the underlying cause of such
symptoms, the disease, which remains an abstract and ambiguous source of pain.
Encountering a metaphorically framed abstract concept induces people to think
about it in terms of the metaphor (Lakoff & Johnson, 1980; Landau, Sullivan, &
Greenberg, 2009; Gibbs, 2014; Ottati, Renstrom, & Price, 2014; Thibodeau &
Boroditsky, 2011). This highlights attributes of the concept that fit with the source
domain and de-emphasizes attributes that are not relevant to the source domain. For
instance, reading that crime is a beast that attacks a city leads people to propose
more punitive solutions to a crime wave while reading that crime is a virus that
infects a city leads people to propose more reformative solutions (Thibodeau &
Boroditsky, 2011). Thus, exposure to bellicose metaphoric framings of cancer may
lead people to think of cancer as an enemy, prompting them to map their knowledge
of enemies (such as how they arise, how to deal with them, etc.) onto how they
think about cancer. Dealing with enemies tends to encourage active behaviors,
traditionally thought of as masculine, aimed at attacking and defeating the enemy.
In contrast, limitation and restraint are de-emphasized as ways to deal with enemies.
One does not often see limitation and restraint nominated as effective ways to attack
enemies (see pilot collocation study in Hauser & Schwarz, 2015b for more infor-
mation). So, exposure to bellicose metaphors should de-emphasize limitation and
restraint as effective ways to deal with cancer.

This metaphoric representation of cancer is only beneficial if it closely maps
onto the actual effective ways to deal with cancer. Unfortunately, it does not. Many
effective cancer prevention behaviors involve limiting behaviors that are known to
increase the risk of cancer, such as smoking, sunbathing, and eating foods asso-
ciated with cancer. Processed foods, red meats, high fat foods, and high calorie
foods increase the risk of cancer, and limiting their intake decreases the risk (World
Cancer Research Fund & the American Institute for Cancer Research, 2007; Kushi
et al., 2012). Viewing cancer as war against an invader may decrease motivation for
these effective prevention behaviors. Because it does not make sense to limit
yourself in order to fight enemies, it might not make sense to limit yourself in order
to fight cancer. These bellicose framings may convey beliefs about prevention that
is ultimately harmful for public health.

Does simply reading bellicose metaphors affect how people think about cancer?
To test this possibility, we (Hauser & Schwarz, 2015b, Study 1) recruited 64
participants for an online survey about cancer. We gave them information to read
about cancer that was manipulated to either use surface metaphoric utterances
relating cancer to a hostile enemy that needs to be fought or not (randomly
assigned). For example, for our enemy metaphors group, participants read that
“Cancer is a broad group of disease characterized by the hostile growth and invasive
spread of abnormal cells,” whereas for our control group, the italicized words were
eliminated. Then participants were asked what cancer prevention behaviors they
could think of. This question was also metaphorically framed. For participants in
the enemy metaphors group, the question ended by asking “what things would you
do to fight against developing cancer” while for the control group, the question
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ended by asking “what things would you do to reduce your risk of developing
cancer.” Participants listed behaviors on separate lines and coders rated whether
those behaviors involved limiting a behavior known to increase the risk of cancer or
increasing a behavior known to decrease the risk of cancer.

As expected, enemy metaphors lessened how often people thought about lim-
iting risk-increasing behaviors but did not affect how often people thought about
risk-decreasing behaviors. Participants in the control condition listed, on average,
two risky behaviors to limit while participants who read that cancer was hostile and
invasive listed, on average, only one and a half risky behaviors to limit, a significant
25% reduction. As hypothesized, reading bellicose metaphors leads people to bring
attributes of enemies to bear on their representation of cancer. Because it does not
make sense to limit yourself in order to fight enemies, limiting yourself does not
come to mind as a way to fight cancer. These metaphors portraying cancer as a
battle decrease cognitive access to effective prevention behaviors.

Do these bellicose metaphors only affect how people think about cancer, or do
they also affect what people intend to do? We addressed this question in a second
study (Hauser & Schwarz, 2015b, Study 2) on 300 people who took an online
survey on health messages. Participants were randomly assigned to read one of
three similar messages about colorectal cancer, modeled upon information dis-
seminated by the American Cancer Society (Cancer Facts & Figures, American
Cancer Society, 2012). The control message used few metaphors and discussed
colorectal cancer and its risk statistics. The enemy metaphor message added only
six words to the control message, and those words framed cancer as a hostile
enemy. Finally, the imbalance metaphor message added only five words to the
control message, and those words metaphorically framed cancer as imbalance.

After reading one of those three messages (randomly assigned), participants
rated how much they intended to limit behaviors known to increase their risk of
colorectal cancer (limit eating red meats, limit eating high fat foods, etc.).
Consistent with the results of Study 1, bellicose metaphors lessened people’s
intention to limit risky behaviors. Participants who read a message saying that
cancer was hostile had less intention to limit risk-increasing behaviors compared to
participants who read the control message and participants who read the imbalance
metaphor message. Thus, the effect is not a metaphoric framing effect in general,
but rather it is specific to talking about cancer as if it is a hostile enemy that needs to
be fought. Exposure to bellicose metaphors not only undermines how often limi-
tation comes to mind, but it also undermines people’s intentions to limit
risk-increasing behaviors.

These studies point to the power that conceptual metaphors have over people’s
beliefs of how cancer works, and a metaphoric fit mechanism seems to drive the
effects. Statements that draw upon the same metaphors are processed more fluently
than statements that draw upon metaphors from different domains. When the
attributes of a concept clash with someone’s metaphoric representation, processing
is hindered (Thibodeau & Durgin, 2008, 2011). Therefore, an enemy representation
of cancer only advocates ways to deal with cancer that have the same attributes as
ways to fight an enemy. Because limitation by default does not seem like an
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effective way to fight an enemy, an enemy representation undermines accessibility
of it and intentions for it.

A third study (Hauser & Schwarz, 2015b, Study 3) provided further evidence of
this process, demonstrating that the negative effect of bellicose metaphors is
eliminated when limitation strategies are framed in a way that fits with fighting
enemies. When risk-increasing behaviors were framed as “weakening the body’s
ability to fight cancer,” then the negative effect of the enemy metaphor message was
eliminated. Thus, limitation is not often thought of as a way to fight enemies, but if
one frames it as such, then it motivates people to lessen behaviors that are said to
“weaken one’s ability to fight.”

Bellicose metaphors for cancer serve as an interesting example of how meta-
phors can go awry. They began as a way to motivate funding for cancer research,
and they were quite successful at that (Mukherjee, 2010). However, the metaphors
were extended into how people think about cancer biology, treatment, and pre-
vention, where they imply that many effective prevention behaviors for cancer are
ineffective. Simple exposure to these metaphors undermines the extent to which
people think of several prevention behaviors and undermines whether people intend
to engage in them. Everyday language has the power to shape people’s beliefs of
how cancer works and affects what people intend to do about it.

Machine Metaphors and the Body

The metaphor of the body as a machine looms large in the study of human biology
and modern medicine (for reviews, see Osherson & Amarasingham, 1981; Nesse,
2016). It originated in the renaissance but became dominant during the industrial
revolution of the eighteenth century, when empirical observation and mechanistic
causal principles displaced vitalism (Westfall, 1977). Discoveries from medical
dissection allowed philosophers such as Rene Descartes to draw parallels between
the body and mechanical contrivances (Cottingham, Stoothoff, & Murdoch, 1984).
Blood vessels appeared to operate similarly to hydraulic tubes. Muscles and bones
functioned similarly to pulleys and levers. The body was explained in reductionist
terms, with each body part serving a specific function and different body parts
interacting with one another to form a functioning machine (Miller, 1978).

Medical discourse still relies on this metaphor today (Ochsner, 2010; Mumford,
1974), and it is seen often in how people talk about their ailments. Many diseases or
ailments are described as due to broken or malfunctioning parts of the body. People
often say they have bad shoulders or bad knees to describe chronic pain. Type I
diabetes is said to stem from a malfunctioning pancreas, and cancerous tumors are
even sometimes explained as resulting from malfunctioning cells which are stuck in
“divide” mode.

This conceptual metaphor guides people’s beliefs, leading them to bring attri-
butes of machinery to bear upon how the body works (Lakoff & Johnson, 1980,
1999). It implies that, like machines, the body is comprised of discrete parts,
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and each part has a specific purpose. These parts interact with one another in order
to produce our health, as well as our thoughts and behavior. Disease and ailments
are caused by malfunctioning, broken, or worn out parts (Osherson &
Amarasingham, 1981). However, many aspects of how the body works do not fit
with lay beliefs provided by machinery metaphors (Nesse & Williams, 1994). To
that end, these metaphors oversimplify how the body works (Nesse, 2016).

For instance, the different parts of a machine often serve one or a few specific
purposes, so these metaphors also suggest that each body part has only a few
specific purposes. Again, this is an oversimplification. For instance, the stress
system exists not only to mediate arousal in dangerous situations, it also adjusts the
body to cope in any situation when activity is necessary (Nesse, Bhatnagar, & Ellis,
2016). Also, some of its actions are not direct but instead function to limit damage
that would otherwise be imposed by other aspects of the stress system (Munck,
Guyre, & Holbrook, 1984). Even the eyebrows serve multiple functions, including
nonverbal signaling and keeping sweat from the eyes.

Machines are designed by engineers who conceived of specific parts with
specific functions. They also build in redundancies (i.e., backup systems) in case
one part fails. In contrast, natural selection shapes systems with multiple, intimately
interacting parts that allow the whole system to continue functioning even if one
aspect fails. Instead of specific backup systems, bodies have networks of systems
(Kitano, 2004). This has clinical implications. For instance, fever is useful to
counter infection, but using drugs to block it is often safe because fever is part of a
network of other defenses, including immune responses, cough, etc. Thus,
demonstrating that drugs that block fever are safe does not imply that fever is an
unnecessary epiphenomenon.

The main shortcoming of the machinery conceptual metaphor arises from evo-
lution. Machines are designed, meaning that parts and processes that were no longer
efficient or useful would be removed and replaced with new ones. Humans, on the
other hand, are evolved (Darwin, 1871). Natural selection is limited to tinkering in
ways that leave bodies with many vulnerabilities, such as the opening of the
windpipe into the pharynx, where it can be obstructed by food, and the extraor-
dinarily roundabout path taken by the laryngeal nerve down into the thorax before it
ascends to the vocal cords, making it prone to damage by thyroid injury or thyroid
surgery. Similarly, the spine evolved to serve four-legged creatures. Standing
upright must have given hugely adaptive advantages given the manifold of prob-
lems it encourages, including back pain, hemorrhoids, hernias, varicose veins, and
knee and ankle pain (Clevenger, 1884; Pennisi, 2012). Natural selection works to
reduce such problems, but only on a scale of millions of years, and subject to severe
constraints such as the inability to start a new design from scratch. Much modern
human disease results from the marvelous environments we have created to meet
our every need. For instance, our appetite regulation mechanisms were shaped in
environments where fat, salt, and sugar were in short supply, so the obesity epi-
demic is now overwhelming (Pijl, 2011).

The machine metaphor encourages reductionism and an exclusive focus on the
body’s mechanisms, resulting in extraordinary overinvestments in research at the
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cellular level, and underinvestment in studies of environmental factors. For
instance, the vast bulk of research on multiple sclerosis focuses upon brain
mechanisms, but rates are an order of magnitude higher in modern environments
(Correale & Farez, 2007). Explaining these differences in prevalence should be a
major priority. Human populations that routinely have high burdens of worms have
very low rates of multiple sclerosis (Correale & Farez, 2007), but the exact nature
of the relationship remains unclear even as most research continues to focus on
biochemical and immunological mechanisms.

The machine metaphor has also encouraged a model of the brain that has not
lived up to empirical observation. For decades, researchers believed that the brain
operated similarly to a machine; each part of the brain executes a specific function.
Many also believed that specific areas of the brain would map on to specific
concepts, with some parts “activating” during thought of a single concept (see
discussion of localization in Kosslyn & Andersen, 1995). For instance, the
amygdala has been thought to be devoted to fear learning (LeDoux, 2003); how-
ever, its functions turn out to be far more diverse, being involved in social learning,
self-control, aggression, and reward learning (Balleine & Killcross, 2006). Research
proposed a brain location for processing faces (the fusiform face area; Kanwisher,
McDermott, & Chun, 1997), but the same area also is activated when car experts
look at pictures of cars and when bird watchers look at pictures of birds (Gauthier,
Skudlarski, Gore, & Anderson, 2000). While the machine metaphor encouraged
models of a localized brain, it appears that brain regions serve multiple functions
and are often neither necessary nor sufficient for any one specific function.

The idea that the body is a machine has led to many improvements in medicine,
such as a departure from animism. However, it fosters beliefs about the body that
oversimplify ideas of how it works and how disease works. Because humans are
evolved, they are fundamentally different from well-designed machines (Nesse &
Williams, 1994; Nesse, 2016). These beliefs about the body guide medical research
in potentially problematic ways that can potentially be prevented by recognizing
that the organic complexity of the body is fundamentally different from the
designed complexity of machines (Nesse, Ganten, Gregory, & Omenn, 2012).

Awareness of Metaphors in Practice

Conceptual metaphors provide beliefs about complex issues and concepts (Lakoff
& Johnson, 1980). They are useful, but their costs can be considerable. Enemy
metaphors for cancer suggest that prevention strategies based on limitation are
unimportant (Hauser & Schwarz, 2015b). Machine metaphors for the body suggest
the body’s mechanisms are like those designed by an engineer, when in fact they
are characterized by fundamentally different organic complexity (Osherson &
Amarasingham, 1981; Nesse & Williams, 1994; Nesse, 2012, 2016). These beliefs
guide how people behave. Enemy metaphors spur research investment and active
efforts to conquer cancer; however, they also have negative effects on cancer
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prevention. Machine metaphors have been essential to escape vitalism and motivate
research to delve more deeply into reductionist detail; however, they misrepresent
the organic complexity of the body in fundamental ways.

Human minds rely on metaphors, so there is no escaping them (Lakoff &
Johnson, 1980, 1999). However, medical professionals and organizations should be
more cognizant of the metaphors they use. Increasing our recognition of their
applications in medicine and disease may help to maximize their benefits and
minimize their costs (Hauser & Schwarz, 2016). In particular, even though these
metaphors may be intended as simple linguistic flourishes, casual use of metaphors
by medical professionals can result in widespread misimpressions about diseases.

More attention to the use of metaphors in medicine also provides opportunities
to offer superior metaphors. For instance, the long-standing belief that bacteria are
bad invaders is being replaced quickly by recognition that they are beneficial
partners in an ecosystem that is required for our guts, and our bodies more gen-
erally, to function normally (McFarland, 2006). Also, while negative emotions
continue to be viewed as abnormal, recognizing that they are states shaped by
natural selection because of their benefits offers opportunities to study them with
greater sophistication in ways that hopefully will reduce the suffering and stigma of
anxiety disorders and depression.

Preferably, medical professionals, educators, and even popular media should try
to avoid metaphors that promote harmful inferences and use only ones that promote
helpful or more accurate inferences about the body. It is not safe to assume that
metaphors that worked in one domain will also work in another. This was the issue
with enemy metaphors for cancer; these metaphors worked well for securing
funding for cancer research (Mukherjee, 2010), but when applied to the biology of
cancer genesis and how to prevent and treat cancer, they promote harmful infer-
ences about cancer prevention (Hauser & Schwarz, 2015b).

Because the effects of conceptual metaphors are multifaceted, investigating the
benefits and drawbacks of conceptual metaphors in medicine should prove to be a
rich area for future research to explore. For instance, while we documented
drawbacks of bellicose metaphors for cancer, similar metaphors have been shown to
increase people’s willingness to get vaccinated for the flu (Scherer, Scherer, &
Fagerlin, 2014). Additionally, first-person shooter games where players virtually
“battle” cancerous cells have been shown to increase young patients’ adherence to
treatment and sense of self-efficacy (Kato, Cole, Bradlyn & Pollock, 2008). On the
other hand, war metaphors can have negative implications for patients (for a review,
see Hauser & Wassersug, 2015). Many patients simply do not see the metaphor as
an apt description of their situation and instead chose to describe it using different
metaphors (Reisfield & Wilson, 2004). While many cancer patients “lose the bat-
tle,” this may also reinforce the idea that they did not “fight hard enough” as the
metaphor implies. Such metaphors may also encourage overly aggressive treat-
ments (Aktipis et al., 2010) when palliative care may be a better option for
increasing quality of life and extending longevity. There are also a variety of
metaphors that people use to understand the body and disease. For instance, the idea
that the body is a temple (Synnott, 1992) or that disease is caused by environmental
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poisons (Lakoff & Johnson, 1999) may promote more holistic views of the body
that emphasize preventative measures rather than reactive treatment-focused ones.

Given the pervasiveness of metaphor in shaping how we think about the body
and disease, and its implications, positive and negative, for medical research and
treatment, intensive research on the role of metaphor in medicine is needed.
Research should focus on the inferences that people draw from metaphorical lan-
guage in order to assure that metaphorical language does not undermine public
health or research efforts. Research can elucidate the metaphors that promote
healthy behaviors or ones that closely map onto important or accurate features of a
domain. Shedding light on the optimal (and suboptimal) metaphors for the body
may provide a rich agenda for future collaborations between scholars in medicine,
psychology, and communication in the coming years (Hauser & Schwarz, 2016).

Conclusion

Conceptual metaphors provide lay theories of how the body and how disease work.
However, they can ultimately oversimplify these abstract, complex domains.
Beliefs that cancer is an enemy make certain prevention behaviors seem less
effective. Theories that the body is a machine spur oversimplified beliefs about how
the body works. Thus, professionals should be aware of the metaphors they use, and
research should investigate what these metaphors imply and how they affect
health-related decisions and behaviors.
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How Lay Theories Influence Our Mental
Health

Adrian Furnham

This chapter reviews the scattered research on what people think are the causes,
manifestations, consequences, and cures for general and specific mental health
problems. People come to develop ‘theories’ about their own and others’ mental
and physical health from various sources including the media, formal and informal
education, as well as personal experiences of illness and health. On the basis of
these theories they choose to visit, or indeed not visit, a practitioner of orthodox or
alternative medicine; follow or not follow their advice; self-medicate; as well as
offer advice to friends and relations. These ideas change over time as a consequence
of receiving further information as well as feedback on their behaviors. Preferences
for a particular type of cure/therapy are a function of many things. These include
beliefs about the cause of the problem as well as the perceived efficacy of the cure.
There is also evidence it is also crucially associated with the perceived effort
required in, and possible psychological pain associated with treatment. The term
psychological pain refers here to the distress associated with the treatment process
(Furnham, Chapman, Wilson, & Persuad, 2013).

There are a number of very similar psychological terms like implicit
beliefs/theory, health beliefs, lay theories, and mindset that are very closely related.
Essentially they refer to an implicit belief system of connected ideas about their
own and others’ mental and physical health. In this chapter the term lay theory will
be used. By lay is meant the opposite of expert or scientific. It is the ordinary,
everyday, not specifically ‘educated’ beliefs held by most people. By theory is
meant the interconnectedness of ideas about illness: their causes, their manifesta-
tions, and their cures.

The literature in this area is scattered and goes back a long way. Indeed the
‘health beliefs model’ approach has been popular in health education for years
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(Helman, 2007). It is a sophisticated model, which attempts to describe how a
person’s understanding of such things as the severity of an illness and their personal
susceptibility to it might influence their subsequent actions. The idea is that help
and intervention are best achieved by eliciting and changing a person’s belief about
their health.

Two general models of lay beliefs about illness have been proposed. Lay the-
ories can belong to the ‘medical’ model (Rabkin, 1974), which suggests that mental
disorders are like any other illness, with symptoms caused by an underlying bio-
logical pathology and a treatment which addresses this. The second model is the
‘psychosocial’ model, which indicates that causes of mental disorder are psycho-
logical and environmental. This has positive implications for treatment, as it
advocates social and community support rather than hospitalization. However, it
has been found that people with beliefs which correspond to this model are less
trusting of former psychiatric patients than ex-medical patients (Furnham, 1988).
These models can therefore be used to classify lay theories and have wider
implications for attitudes toward those with mental illnesses, causal beliefs, and
treatment preferences.

The work on lay theories looks at similar issues, however, it is more concerned
with people’s understanding of cause and cure than trying to describe how these
theories lead to a particular set of behaviors (Furnham et al., 2013). There are also
studies on actual knowledge of mental illnesses (Furnham, Gee, & Weis, 2016a).
A new focus in a related area is the dramatic increase in the research on mental
health literacy (MHL). Further, this literature is complemented by the research on
mindsets, which focuses on people’s beliefs about change and growth (Furnham,
2015). It is more interested in cognitive skills and development than health but
distinguishes between the essentially fatalistic entity believers and the more opti-
mistic incremental believers. The idea is that people ‘adopt’ a mindset, which has
important behavioral consequences.

Doctors have known the importance of ‘health beliefs’ for a long time and there
is an extensive literature on the topic. Helman (2007) noted clinicians “should try to
discover how patients and those around them view the origin, significance and
prognosis of the condition, and also how it affects other aspects of their lives—such
as their income or social relationships. The patient’s emotional reactions to ill health
(such as guilt, fear, shame, anger, and uncertainty) are all as relevant to the clinical
encounter as physiological data, and sometimes more so” (p. 153).

A central question for both researchers and practitioners is how individuals,
groups, and societies explain the causes of health and illness, and then what they do
about it. People try to make sense of their signs and symptoms of ill health.
According to Helman (1990), they typically ask the following questions. These are
important questions because they may be seen as the start of the development of a
lay theory of all illness.

First, “What has happened?” This includes organizing the symptoms and signs
into a recognizable pattern, and giving it a name or identity. People begin to try to
make sense of symptoms, seeking advice while they do so. Next, “Why has it
happened?” This explains the aetiology of the condition. Third, “Why has it

356 A. Furnham



happened to me?” This tries to relate the illness to aspects of the patient, such as
behavior, diet, body build, personality, or heredity. There may be all sorts of social
and moral issues in answering this question and justifying various behaviors. This
can have a powerful impact on the development of a personal lay theory.

Next, “Why now?” This concerns the timing of the illness and its mode of onset,
sudden, or slow. After that has been answered people often ask, “What would
happen to me if nothing were done about it?” This considers its likely course,
outcome, prognosis, and dangers. It is probable that at this stage the theory, insofar
as it is developed, impacts on health-related behavior. The next question is, “What
are its likely effects on other people (family, friends, employers, and workmates) if
nothing were done about it?” This includes loss of income or of employment, and
strain on family relationships. Finally, the last question is, “What should I do about
it—or to whom should I turn for further help?” Strategies for treating the condition
include self-medication, consultation with friends or family, or going to see a
doctor.

While not everyone may be expected to ask all of these questions, they provide a
useful list to understand how lay theories develop after some personal illness
occurs. It should, however, be pointed out that not all lay theories are about per-
sonal illnesses that individuals have experienced: we develop lay theories about all
sorts of common mental and physical illness from alcoholism to schizophrenia.

At the heart of much of this work is the very concept of medical and physical
health. An example of this research may be illustrative. Over 20 years ago, Blaxter
(1990) interviewed over 9000 people from the general public on their understanding
about health. About 15% could not think of anyone who was ‘very healthy’ and
about 10% could not describe what it was like for them to ‘feel healthy’. This
inability to describe what it is like to feel healthy was particularly evident in young
males, who believed health to be a norm, a background condition so taken for
granted that they could not put it into words.

The categories of health identified from the survey findings were: first, health as
not being ill, meaning a lack of symptoms, no visits to the doctor; “therefore I am
healthy”. Second, health as reserve: coming from strong family; recovered quickly
from operation. Third, health as behavior: usually applied to others rather than self;
e.g., they are healthy because they look after themselves, exercise, etc. Fourth,
health as physical fitness and vitality: used more often by younger respondents the
male health concept is more commonly tied to ‘feeling fit’, whereas females had a
concept of ‘feeling full of energy’ and rooted health more in the social world in
terms of being lively and having good relationships with others. Fifth, health as
function: the idea of health as the ability to perform ones duties, that is, being able
to do what you want when you want without being handicapped in any way by ill
health or physical limitation.

People thus have complicated ideas about physical and mental health. These
theories develop and change over time, but most importantly inform behavior
(Furnham, 1988). Indeed, this topic has attracted a great deal of attention by psy-
chologists, psychiatrists, and others.
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Attitudes to Mental Illness, MHL and Lay Theories

Over the years there are three slightly different but overlapping research traditions
with regard to this topic. The first concerns studies of attitudes toward people with
mental disorders (Nunnally, 1961), that is, beliefs about what people with mental
illness are like and how they should be treated. These studies are about specific
mental disorders, such as schizophrenia and depression, or more generally about
mental illnesses. These are usually large survey-based studies typical of market
research or attitudinal surveys. They can offer an explanation for negative and
stigmatizing attitudes toward mental illness (and for why so few of those afflicted
seek help; Andrews, Hall, Teesson & Henderson, 1999). A recent review looks at
public attitudes to a range of disorders from alcoholism and anorexia nervosa to
paraphilias, and phobias (Furnham & Telford, 2012). What most of these studies
show is that people tend to be ignorant about and often fearful of mental illnesses. It
is difficult to summarize this vast area of continuing research stretching back well
over 80 years. Few studies have been replicated, however, there are research groups
that have done important, systematic, and thorough work on large samples
(Angermeyer, Daumer, & Matschinger, 1993). Most of this work is on attitudes to
mental illness, while this chapter is concerned more with lay theories.

The second approach is MHL research introduced by Jorm and colleagues
(Jorm, 2012). Most of the studies are based on large representative populations,
who undergo a structured survey, often by telephone. The group has been partic-
ularly interested in depression and schizophrenia, and the perceived pathways of
treatment. Other researchers like Furnham have been particularly interested in
mental health literature with respect to personality disorders (Furnham, Abajian &
McClelland, 2011; Furnham & Winceslaus, 2012), and more recently conduct
disorders (Furnham & Carter Leno, 2012), with results indicating low awareness of
the cause, manifestation and cure of the personality disorders.

Studies in this area are also concerned with perceptions of interventions to
improve MHL (Smith & Shochet, 2011). Indeed the motivation of most researchers
in this area is first to establish the MHL of particular groups and then increase it
(Jorm, 2012). Clearly, it is important to increase awareness of MHL as otherwise it
may hinder public acceptance of evidence-based mental health care. There is a
separate literature on how, when, where, and why people seek help for their, their
friend’s and their relative’s mental health problems. It looks at their knowledge and
beliefs about professional as well as self-help and seems always strongly linked to
the MHL and the culture from which they come (Jorm, 2012; Sheikh & Furnham,
2012). That requires a separate review.

The third area is the lay theories approach. Recent studies into lay theories have
focused specifically on beliefs about the causes and treatments of mental disorders
and the relationship between them (Furnham & Buck, 2003), in order to find
possible links between negative attitudes and erroneous beliefs. They have revealed
that lay theories are not arbitrary or incoherent; they can be classified into categories
such as ‘psychological’ or ‘social’ in the same way as academic theories (Furnham
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& Rees, 1988; Furnham & Thomson, 1996). This suggests that lay people have a
basic, possibly implicit, understanding of the different levels of explanation for
mental disorders. Studies have shown that the structure of the categories of lay and
academic theories overlap to a certain extent, for example, ‘biological’ and ‘psy-
chological’ models. Nevertheless some lay conceptions may differ, as regards for
example external influences, which include beliefs about the roles of luck and
religion in the aetiology of mental illness (Furnham & Buck, 2003).

Lay Theories

Lay theories in psychology and psychiatry are generally thought of as explanations
and descriptions which lay people give for various disorders. They have been found
to be ambiguous, inconsistent, and incoherent, when compared to academic theories
(Furnham, 1988). Research exploring lay beliefs of psychological problems high-
lights the importance of studying perceived causes and treatments, as this allows an
insight into the cognitive strategies people employ when experiencing a problem, or
advising both friends and family. Pathways to seeking professional help have been
shown to be strongly related to lay theories (Furnham 1988). People give others
advice as well as seek it themselves depending on what they think has caused their
problem. Thus, they seek medical cures if they believe the cause of their problem is
physical, whereas they would favor a ‘talking cure’ if they believe the problem has
affective or cognitive origins. As a result, lay theories could assist in enhancing the
effectiveness of some psychological therapies (cognitive behavioral therapy,
interventions, and psychotherapy). That is, as the health belief model suggests, one
of the first and most important steps in therapy is to elicit and then attempt to
change beliefs about illness. These may affect how an individual self-medicates or
advises others to do so. They also relate to how optimistic or pessimistic they are
about change itself and the possibility of an effective cure.

Initially, research into lay theories focused on investigating lay beliefs about
mental illness in general; yet, it seems unlikely that beliefs about diverse illnesses
such as schizophrenia and depression are similar (Furnham & Bower, 1992). This
has led researchers to investigate beliefs and attitudes concerning different disorders
separately. Past research into lay theories has focused on well-known psychological
disorders reviewed comprehensively by Furnham and Telford (2012).

When it comes to lay theories, people take very different positions, stressing
some factors more than others for both cause and cure. Various studies have
identified four types of theories based on the perceived cause of a problem:

The first are biological/genetic/physiological theories for the cause and cure of
problems (Furnham, 1988). Some people think there is a chemical imbalance that
can be rectified or a genetic abnormality that cannot. Others think that the cause is
due to a medical/physical accident (Furnham, 1988). Many see this as the ‘modern
scientific’ approach to understanding mental illness, hoping that neuroscience,
behavior genetics, and related new methods will offer new insights into old

How Lay Theories Influence Our Mental Health 359



problems. Some embrace these types of explanations because they absolve people
from taking responsibility for their illnesses, while others like the idea of a physical
cause, because it suggests to them that there may be a medical cure. These
explanations tend to be favored more by educated, young people from the devel-
oped world (Helman, 2007).

Second, some people adopt a psychological/psychoanalytic approach, trying to
understand illness in terms of early social experiences or personality factors
(Furnham, 1997). The range of theories in this group is great and may be informed
by all sorts of psychological ideas. What remains surprising for many is the ‘long
reach’ of Freudian ideas that have never been empirically supported: that is, that
many Freudian ideas are accepted with little or no evidence (Furnham, 2010). Thus,
some people stress early child trauma, poor mothering, or even Freudian personality
types (e.g., oral, anal) to explain such issues as alcohol or nicotine addiction.
However, even if they do not see the cause of a problem as psychological, many
people see ‘the talking cures’ as effective ways to manage or cure the problem.

Third, some adopt a sociological or environmental approach seeing the
problem/illness as essentially external to the individual and in the environment. For
instance, they express Modern Health Worries, where people seem particularly
concerned by things like environmental pollution that they think cause illness
(Furnham, 2015). It is not uncommon for people to blame stressful conditions at
work for illness, though some will see whole subcultures as pathogenic: that is, they
believe that the pattern of behaviors pre- and pro-scribed in a culture can themselves
lead to, and maintain various mental illnesses. To some extent, this is the public
health approach to illness.

Fourth, still others suggest it is luck, chance, or the will of God. This is
essentially a fatalistic approach where people would remark things like “the bullet
had your name on it”; “such is life” or “Deus volente”. In some developing
countries, witchcraft and evil spirits are quickly evoked as an explanation for
illness, and to some extent it is suggested that once specific rituals are performed the
‘spirits’ may be removed.

Lay people usually seem to place more emphasis on psychological, social, and
familial cause factors (Angermeyer & Matschinger, 1996a, b; Furnham &
Thompson, 1996). Often, they seem to neglect or underestimate the possibility of
genetic and biological factors. What is noticeable over the past few decades is how
academic theories of the cause and cure of many illnesses have become much more
focused on biology, genetics, and physiology. This is partly because of great strides
in behavior genetics and modern medicine.

The literature on lay theories may be best illustrated by showing a questionnaire
used in lay theory studies (Furnham, Ritchie & Lay, 2016b), which is depicted in
Table 1. This list has been used in a number of studies and was derived from many
interviews with lay people. It shows the range of ‘causes’ they have suggested for
the origins of depression. In these studies, people rate each cause and cure, and
these ratings are later factor analyzed to look for underlying patterns.

Using the above questionnaire, Furnham et al. (2016a, b) found the causal
questions loaded onto seven interpretable factors labeled God/fate, Environmental,
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Health, Self-Obsession, Brain, Genetics, and Parents. Similarly, the cure items
loaded onto seven factors: Talking Cure, Lifestyle Change, Social Support, Faith,
Alternative Medicine, Self-help, and Medical. The cause and cure factors were
logically correlated.

Studies in this area tend either to ask people to rate statements about the cause,
consequence and cure of specific problems/disorders and/or get them to evaluate
vignettes which represent stereotypic problems. These vignettes are usually based
on DSM criteria but a variety of different vignettes supposedly representing the
same problem do exist.

For instance, in their study Furnham et al. (2016a, b) also used vignette
methodology more commonly used in the MHL research.

Case 1:

Siti is 30 years old. She has been feeling really down for the last few weeks. She
does not enjoy things the way she normally would. In fact, nothing gives her
pleasure. Even when good things happen, they do not seem to make Siti happy. She
has to force herself to get through the day, and even the smallest things seem hard
to do. She finds it hard to concentrate on anything and has no energy at all. Even
though Siti feels tired at night, she still cannot sleep, and wakes up too early in the
morning. Siti feels worthless and feels like giving up. Her family has noticed that
she has not been herself for about the last month. She does not feel like talking and
is not taking part in things like she used to.

In your opinion, what is wrong, if anything, with Siti?
How do you think Siti could best be helped?

Case 2:

Johan is 45 years old. In the recent month, Johan has been feeling unusually sad
and miserable. He does not enjoy being with his friends and family as before. Even
though he feels tired every day, he found it difficult to sleep at night and struggles to
get out of bed in the mornings. He does not feel like eating and has lost a lot of
weight. Johan cannot concentrate on his daily tasks, and finds it very difficult to
function in the home and at work. Johan cannot keep his mind on his work and puts
off making important decisions. This is causing problems in his job and his boss is
concerned about his lowered productivity. Johan thinks he is a burden to his family
and believes that they would be better off without him. Johan feels so strongly that
he is unable to cope with life and unable to be happy anymore, he has been thinking
of ways to end his life.

In your opinion, what is wrong, if anything, with Johan?
How do you think Johan could best be helped?

Although there were differences in the responses to the two vignettes and a
variety of diagnostic terms used (e.g., feeling down, low confidence), it seemed
clear that participants could identify depression. Interestingly, around half sug-
gested some talking cure (counseling/therapy) and half medical intervention (visit
doctor, take antidepressants).
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Jorm et al. (1997) found that schizophrenia was more likely to be attributed to
genetic factors than depression, and lay theories of autism were more likely to be
biological than theories of obsessive–compulsive disorder, which were more likely
to be psychodynamic in orientation (Furnham & Buck, 2003). It may be that more
‘odd’, unpredictable, or bizarre the behavior, the more it is likely to be attributed to
biological factors. However, the finding that lay theories are generally psychosocial
rather than biological has been frequently replicated (Furnham, 1988). This seems
the very opposite to the theories held by those in the medical and psychiatric
profession (Harland et al., 2009). This is no doubt a function of their training and
the search for biological explanations for mental illnesses.

Some individuals are apparently happy to attempt to explain both the cause and
best treatment for nearly all mental afflictions by one or another model, while others
are quite happy to explain one problem (i.e., addiction or depression or psychosis)
by one model or theory, and yet another by another model. So they might offer a
biological or physiological explanation for one and a sociological explanation for
another. Inevitably, people also ‘mix’ their models, believing that most causes are
multifaceted: that is, that there is more than one type of causal factor acting at the
same time. More sophisticated individuals have an interactive approach, believing
that psychological and environmental factors can and do interact (Furnham, 1988,
2010).

One recent paper that examined psychiatrists’ conceptions of mental illness
suggested that eight different models could be described: biological, cognitive,
behavioral, psychodynamic, social realists, social constructionist, nihilist, and
spiritual (Harland et al., 2009). The biological model stresses genetic and physio-
logical factors; the cognitive model thinking patterns and styles; the behavioral
model the idea that illness is cause by maladaptive behaviors; psychodynamic by
unconscious processes; social realists stress social factors like poverty, poor
housing, and unemployment; social constructionists the idea that disorders are
culturally relative and ‘made-up’ by various groups; nihilists that mental health
professionals are charlatans and that no real scientific knowledge exists; while
finally some believe there are religious and spiritual explanations for mental
illnesses.

Of course psychiatrists are not lay people, being highly educated in many
aspects of mental health and illness. However, it is also clear that they differ among
themselves often dramatically with regard to all aspects of mental illness: aetiology,
classification, definition, intervention, etc.

Treatment and Cure

The general public (as potential clients) is increasingly faced with a bewildering
array of psychotherapy interventions available, although some are clearly similar in
theory and practice. These include seeing a therapist, attending training courses or
focus groups, observation and/or taking medication, or getting hypnosis. Deciding
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whether or not to seek help is associated with a range of factors including the
availability of services, financial costs, and individual socio-demographic and
psychological variables.

Public perceptions of psychotherapists and the process of psychotherapy have
been speculated to have important implications in terms of the number and type of
individuals who choose to seek psychological treatment (Furnham & Wardley,
1990; Halgin, Weaver & Donaldson, 1985; Wong, 1994). In addition to these
influences on potential clients and on their actual experience of treatment, popular
perceptions of psychotherapy are likely to have significant implications for public
policy and mental health reform (e.g., Knapp & Kamin, 1993; Pallak & Kilburg,
1986). That is, certain experiences in a particular country or region might lead
people to call for government-sponsored treatments. Therefore, obtaining a more
thorough understanding of the nature of popular perceptions and their antecedents
may be helpful in designing interventions to modify negative attitudes towards
seeking help (Fischer & Turner, 1970).

The groups least likely to utilize mental health services are men, older people,
and people from ethnic minorities, who are all more likely to display avoidance
behavior, resistance to treatment and denial of mental illness (Leong & Zachar,
1999). Aside from these influential factors, two major criteria that lay people factor
into their choice or recommendation of a therapy presumably are the perceived
efficacy of the treatment and the associated side effects for specific psychological
issues. For example, counseling is frequently considered most helpful (McKeen &
Corrick, 1991) and expectations of counseling involve talking to an experienced
expert who can be trusted (Tinsley & Harris, 1976). Prospective patients of many of
the talking therapies, particularly psychoanalytic therapies, often seem ignorant of
the psychic effort that they are required to make, and the possible emotional pain
that results from their therapy (Furnham, 2010). It is expectations such as these that
facilitate or hinder the effectiveness of therapy (Apfelbaum, 1958) as well as the
choice of therapy.

Various studies have addressed lay beliefs about the best cure for, and ways of
overcoming psychological problems (Knapp & Karabenick, 1985). Together, they
replicated the factor structure (the number and description of the factors) and
cure-specific perceptions of the efficacy of different cures (Furnham & Henley,
1988; Henley & Furnham, 1988) and addictions (Furnham & McDermott, 1994),
emphasizing the importance of self-control and, to a lesser extent, professional help,
depending on the nature of the disorder. In a series of three studies, Furnham and
Wardley (1990, 1991, 1992) investigated lay people’s theories regarding the effi-
cacy of various psychotherapy interventions and the prognosis of different disor-
ders. They identified an interpretable underlying factor structure, with lay people
discriminating quite clearly between the efficacy of 22 different therapies. It was
further found that participants felt largely optimistic about the influence of psy-
chotherapy on various psychological problems, and participant age and education
were significant predictors of these beliefs. As often found, younger, better edu-
cated people are more positive about the effect of psychotherapy.
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One factor that was predictably related to lay theories about psychotherapy was
participants’ direct or indirect knowledge (through reading) of psychological ideas
and therapies. The more experience of treatment that people had, the more skeptical
they were about the usefulness of various treatments. Moreover, Furnham, Wardley
and Lillie (1992) found that, when compared to lay adults, psychotherapists and
students were more skeptical and pessimistic about the efficacy of therapy and
prognosis for many illnesses. Knowledge about psychological cures led to a greater
awareness of the limited benefits of therapy. However, this finding was not repli-
cated by Furnham (2009) in his investigation of lay attitudes toward and under-
standing of psychotherapy in treating two psychotic (bipolar, schizophrenia) and
two neurotic (depression, obsessive–compulsive) disorders. It is possible that
people tend to hold different lay theories about the prospects of treatment of psy-
chotic and neurotic disorders. It was confirmed, however, that participants were
generally positive about the experience of psychotherapy but seemed naïve about
the actual proven efficacy of psychotherapy.

Many studies have looked at the relationship between lay theories and education
in the health and social sciences, as well as personal experiences of illnesses
(Furnham, 1988; Helman, 2007). It is usually hypothesized that better educated
people would be more accurate about the prognosis of particular illnesses as well as
the efficacy of different therapeutic interventions. However, this hypothesis has not
always been confirmed showing either no relationship between education and lay
knowledge and even occasionally a negative correlation (Furnham, 1988) This may
be due to experimental methods such as not getting enough or sensitive information
on personal on knowledge.

People are often faced with a wide array of therapeutic interventions from drugs
to talking therapies. The list differs depending on the nature of the problem to the
availability of the therapy. Psychotherapies involving cognitive, affective, and
behavioral procedures have been established as empirically supported treatments
for anxiety disorders (e.g., Chambless & Ollendick, 2001). Most cognitive and
behavioral techniques are derived from theoretically coherent and empirically
validated models of anxiety disorders, and provide a consistent relationship
between the treatment techniques and symptoms. In addition, from the client’s
perspective, they have fewer (at least biological and pharmacological) undesirable
side effects, and no addictive potential that may occur with other therapies,
including medication.

In many anxiety disorders clients, particular situations are avoided because of
the aversive affect they produce: this is judged by the patients themselves and
professionals as unmanageable and requiring treatment. All therapists accept the
idea that affects needs to be faced (through behavioral exposure or talking about
past events) and that, in doing so, it becomes much more manageable.
Developments in radical behaviorism are particularly strong on this idea (Hayes,
Strosahl, & Wilson, 1999; Linehan, 1993). Exposure to affect has also always been
central to the psychodynamic and humanistic therapies, with usually beneficial
results (Bornstein, 1989).
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Generally, most members of the public believe that mental disorders are treatable,
and psychiatric treatments are considered generally rather unhelpful whereas coun-
seling is considered most helpful (Furnham et al., 2001). Studies have also shown
that people have set ideas about counseling before taking up therapy. Expectations
have been found to be important determinants of where people turn to for help and
effectiveness of counseling (Furnham, 1988; Furnham et al., 2013). Many people
underestimate how difficult, effortful, and painful it is to undergo various therapeutic
treatments preferring those that seem quick and easy, and which are often ineffective
(Furnham et al., 2013). That is, they seek a ‘magic pill’ for a complex problem.
Indeed, it is similar to the issues in the diet industry that shows people seek a dramatic
short-term diet to lose weight but soon resume a lifestyle that caused the problem in
the first place. Therapy, if successful, often involves considerable effort and pain as
people adjust to a new lifestyle. Yet this is often misunderstood by lay people whose
understanding is often based on very inaccurate reports.

People have very different beliefs about what occurs during psychotherapy
(Furnham & Telford, 2012). Furnham and Wardley (1990) found respondents
tended to believe that clients of psychotherapy did feel better in therapy, and were
more confident and hopeful. These results were replicated by Wong (1994) and
Heaven and Furnham (1994) using American college students and staff. Knowledge
about psychological cures led to a greater awareness of the limited benefits of
therapy. This was confirmed when Furnham et al. (1992) compared responses of lay
adults, students, and clinical psychologists, and found the latter tended to be more
cynical about the efficacy of therapy and prognosis of many disorders.

There is also a belief that ‘will power’ can effectively facilitate recovery from
mental disorders (Knapp & Delprato, 1980), such as agoraphobia and anorexia
nervosa (Furnham & Henley, 1988). However, medication is believed to be the
most effective treatment for disorders with a higher perceived severity (Furnham &
Bower, 1992; Furnham & Rees, 1988), thus showing that lay and academic theories
of treatment overlap to an extent.

The question of ‘will power’ is interesting and not well explored in the literature.
It may be thought of as the desire and ability to adhere to treatment recommen-
dations which could be seen as tedious or difficult. Certainly with regard to
addictions (alcohol, food, tobacco) lay people say will power is an essential
component. Hence the joke: how many psychologists does it take to change a light
bulb? Only one; but the light bulb needs to want to be changed.

The Relationship Between Cause and Cure

Studies have also focused on assessing whether there is a logical relationship
between lay theories of cause and treatment. It is expected that if the cause is
attributed to biological factors, medication should be endorsed as treatment, and if
the cause is psychosocial some behavioral or psychological treatment may be
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recommended. This has been found in a number of studies, which show a strong
relationship between similar cause and treatment theories (Furnham & Buck, 2003),
and those which are ‘sensibly’ linked (Furnham & Haraldsen, 1998, pp. 696). These
findings are not always replicated, for example, medication was the preferred
treatment for schizophrenia, despite participants attributing the cause to psy-
chosocial factors (Furnham & Bower, 1992; Furnham & Rees, 1988). This may
well be due to the acuity, chronicity, and severity of the symptoms. On the other
hand, there are some who are highly critical of the use of psychopharmacology even
in the most extreme psychiatric disorders (e.g., Breggin & Cohen, 2007), in large
part because of the potentially adverse effects of such medication.

In sum, studies in this area have covered a very wide range of specific illnesses
including alcoholism, anxiety, anorexia, autism, depression, gender identity disor-
der, heroin addiction, neurosis, paraphilia, phobia, schizophrenia, and suicidal
thoughts (Furnham & Telford, 2012). Many have looked at what lay people think
causes these particular problems and how they are behaviorally manifested as well
as the most effective treatment modality (Furnham & Telford, 2012). They show
areas of ignorance about mental illnesses, particularly developments in isolating
and describing bio-physical and genetic processes relating to those illnesses.
Essentially, they demonstrate that lay people take more of a psychological than a
biological/physiological approach to the cause of a wide range of illnesses, and are
(as may be expected) not up-to-date with scientific advances in many areas.

Conclusion

Over time people develop ‘theories’ as to the causes and consequence of their
mental and physical health. These theories develop and change over time as
function of personal experience. They are related to a number of factors including
the culture in which a person lives and grows up, their primary and secondary
socialization, and their personality and values. People learn from personal experi-
ence and are exposed to numerous ideas about the causes and cures of various
problems which they try to integrate into a theory.

More importantly, lay theories influence social behavior. Thus people may avoid
foods or social situations because they believe them to be toxic. Equally, they may
seek out people and medicines because they feel they are beneficial for their mental
and physical health. They are encouraged by family and friends, as well as range of
experts to change their behavior in order to become more happy and healthy.

The bio-psycho-social approach to (mental and physical) health and illness
suggests that health is a function of biological and psychological and social factors.
Lay theories are dynamic cognitions like health beliefs which shape a person’s
behavior. To some extent it is possible to see cognitive behavior therapy as a way of
trying to improve mental health by changing attributions and hence theories of other
people and other situations (Furnham et al., 2013). For years, clinical and health
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psychologist have been interested in the health beliefs model; equally personality
and social psychologist have been most concerned with lay beliefs which they feel
equally important in shaping a person’s mental health.
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