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1. Introduction

An expanding research literature has demonstrated shifts in
women’s attractiveness judgments across the menstrual

cycle, with the time near ovulation associated with stronger
attraction to more masculine morphological and behavioral
traits inmen (for reviews, see Gangestad and Thornhill, 2008;
Jones et al., 2008; Thornhill and Gangestad, 2008). Stronger
preferences for facial masculinity, for instance, have been
reported when women are tested in higher vs. lower fertility
regions of the cycle (Johnston et al., 2001; Little et al., 2008;
Penton-Voak and Perrett, 2000; Penton-Voak et al., 1999),
and facial masculinity has in turn been proposed to index
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Summary Many studies have demonstrated that women express stronger attraction to andro-
gen-related traits when tested near ovulation than when tested at other times in the cycle. Much
less research, however, has directly addressed which hormonal or other physiological signals may
regulate these temporal shifts in women’s attractiveness judgments. In the present study, we
measured women’s preferences for facial cues of men’s testosterone concentrations on two
occasions spaced two weeks apart, while also measuring women’s salivary estradiol and testos-
terone concentrations at each testing session. Changes in women’s estradiol concentrations
across sessions positively predicted changes in their preferences for facial cues of high testos-
terone; there was no such effect for changes in women’s testosterone concentrations. For the
subset of women who had a testing session fall within the estimated fertile window, preferences
for high testosterone faces were stronger in the fertile window session, and change in estradiol
from outside to inside the fertile window positively predicted the magnitude of the ovulatory
preference shift. These patterns were not replicated when testing preferences for faces that
were rated as high in masculinity, suggesting that facial cues of high testosterone can be
distinguished from the cues used to subjectively judge facial masculinity. Our findings suggest
that women’s estradiol promotes attraction to androgen-dependent cues in men (similar to its
effects in females of various nonhuman species), and support a role for this hormone as a
physiological regulator of cycle phase shifts in mating psychology.
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heritable components of men’s health via its association with
testosterone exposure (e.g., Penton-Voak et al., 1999). Con-
sistent with the possibility that cycle phase shifts are in fact
tracking cues of androgen exposure, a recent study also
reported mid-cycle peaks in women’s preferences for the
faces of men with higher circulating testosterone concentra-
tions (Roney and Simmons, 2008).

A first goal of the present research was to test replication
of cycle phase shifts in preferences for facial cues of men’s
testosterone. The Roney and Simmons (2008) paper tested
women’s responses to a sample of natural faces, which has
advantages in terms of ecological validity, but also leaves
ambiguous the nature of the cues that may be driving the
results. Here, we tested the effects of variations in 2D face
shape associated with testosterone concentrations by warp-
ing individual face identities into the shapes characteristic of
high and low testosterone men. Women participants were
then asked to judge whether the high vs. low testosterone
version of the same face was more attractive. This method
holds roughly constant a variety of cues associated with
individual face identities (e.g., skin texture, skin color,
symmetry), and thus allows tests of whether cycle phase
shifts in preferences for testosterone are still found when
cues are restricted to variations in face shape.

A second goal of this research was to provide further
evidence regarding the hormonal signals that may regulate
temporal shifts in women’s attractiveness judgments. In a
between-subjects design, Roney and Simmons (2008) found
that women’s salivary estradiol concentrations (but not their
progesterone or testosterone concentrations) on the day of
testing positively predicted their degree of preference for
the faces of higher testosterone men; when plotted against
day of cycle, furthermore, estradiol concentrations and
testosterone preferences fluctuated in concert across most
regions of the cycle. Welling et al. (2007), by contrast,
measured women’s preferences for facial masculinity on
2—4 occasions per woman and found stronger preferences
on the test day when women’s salivary testosterone was
highest relative to the test day when salivary testosterone
was lowest; no such effects were found for salivary proges-
terone or estradiol. Finally, Rosen and Lopez (2009) recently
demonstrated that changes in attention to courtship lan-
guage across two test sessions (within-women) were strongly
predicted by changes in estradiol but were unrelated to
changes in either progesterone or testosterone.

In addition to the above studies that directly measured
women’s hormone concentrations, a number of other studies
have estimated hormone concentrations from day of cycle in
order to test which hormonal signals may regulate cycle phase
shifts. Two such studies reported stronger preferences for
masculinized traits on cycle days when progesterone is typi-
cally lower (Jones et al., 2005; Puts, 2006), a third study
reported positive effects of estimated estradiol and negative
effects of estimated progesterone on preferences for the
scents of more symmetrical men (Garver-Apgar et al.,
2008), and a fourth study reported positive relationships
between estimated estradiol and women’s preferences for
dominant personality traits (Lukaszewski and Roney, 2009).
In summary, studies that have actually measured women’s
hormones have found evidence that estradiol (Roney and
Simmons, 2008; Rosen and Lopez, 2009) or testosterone (Well-
ing et al., 2007) may regulate cycle phase shifts in mating

psychology, whereas studies that have estimated hormones
from cycle day have reported positive effects of estradiol
(Garver-Apgar et al., 2008; Lukaszewski and Roney, 2009)
and negative effects of progesterone (Garver-Apgar et al.,
2008; Jones et al., 2005; Puts, 2006) on preferences for
masculine traits.

In light of these mixed findings, further evidence regard-
ing the potential hormonal regulators of cycle phase effects
appears necessary. In addition, no study with actual hormone
measurements has ever directly tested whether within-
women changes in specific hormones predict ovulatory shifts
in attractiveness judgments.1 The present study was
designed to provide additional evidence on these questions
by assessing whether changes in specific hormones across two
test sessions predict changes in face preferences. In addition
to testing such correlations for all participants, we also
planned tests of the hormonal predictors of ovulatory pre-
ference shifts via within-women comparisons of test sessions
falling inside vs. outside the estimated fertile window.

We measured two hormones from women raters in the
present investigation: salivary estradiol and salivary testos-
terone. Progesterone was not measured primarily because
the cost of assaying a third analyte was prohibitive given our
funding for this project. Although studies with estimated
hormones have suggested that preferences for masculine
traits may be lower when progesterone is high (Garver-Apgar
et al., 2008; Jones et al., 2005; Puts, 2006), this hormone
could not regulate the increased preferences for specific
traits that are found when moving from the early follicular
to the periovulatory phase (e.g., Gangestad et al., 2004;
Roney and Simmons, 2008) since progesterone tends to be
uniformly low across this time period. At most, then, pro-
gesterone could supplement or interact with other signals
that regulate cycle phase shifts. Furthermore, no study with
actual hormone measurements has ever demonstrated cor-
relations between progesterone and cycle phase shifts in
mating psychology, whereas the studies reviewed above
support roles for both testosterone and estradiol.

Based on the between-subject findings in Roney and Sim-
mons (2008), we hypothesized that within-women changes in
estradiol across test sessions would positively predict within-
women changes in preferences for high testosterone faces.
For the subset of cases with a testing session near ovulation,
we also predicted that women would exhibit stronger pre-
ferences for facial cues of men’s testosterone when tested
inside the estimated fertile window than when tested outside
this window, and that changes in estradiol across sessions
would positively predict the magnitude of these ovulatory
preference shifts. In addition to constructing face stimuli
that varied in cues of testosterone, we also created stimuli
that varied in shapes associated with subjective ratings of
masculinity (see methods). If what distinguishes the faces of

1 Welling et al. (2007) showed within-women that the highest
testosterone test day (out of 2—4 days) was associated with stronger
preferences for facial masculinity than the lowest testosterone test
day, but they did not specifically test whether fertile window pref-
erence shifts were predicted by changes in testosterone. In addition,
the highest testosterone test day was on average over 7 days from
the estimated day of ovulation (in either direction), suggesting that
this day was often outside the fertile window.
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high testosterone men is that they appear subjectively mas-
culine, then women’s choice patterns (and their hormonal
predictors) may be similar for the testosterone-based and
masculinity-based stimuli; different patterns across the two
types of stimuli, on the other hand, would suggest that
preferences for cues of elevated testosterone can be dis-
criminated from preferences for cues of masculinity.

2. Methods

2.1. Face stimuli

The faces used for stimulus construction were drawn from a
database of men’s face photographs taken in previous studies
(n = 153; mean age = 18.88 � 0.10 years). Photos were taken
at a distance of 1.25 m under standard lighting conditions
with subjects instructed to adopt a neutral facial expression.
Baseline salivary testosterone concentrations were available
from 76 of the men who were photographed (for sample
collection and assay details, see Roney et al., 2007).

For construction of the testosterone-based stimuli, we
identified the photos of the men with the 12 highest and 12
lowest testosterone concentrations (these were actually resi-
dual values after controlling for time of day and assay batch).
From each set of 12, subsets of four faces were randomly
selected and then morphed together to produce three high
testosterone composite faces (mean testosterone values 1.36
SD above the full sample mean) and three low testosterone
composite faces (mean testosterone values 0.95 SD below the
full sample mean). Composites were created using the Fanta-
morph 3.1 morphing software (Abrosoft Co.), which averages
the shape, color, and texture features of facial photographs.

In order to create face pairs in which the same identity was
stretched into both a lowand high testosterone face shape,we
next applied a technique knownaswarping to other faces from
our face database. Inwarping, landmark points are first placed
on both an identity face and a target composite face, and the
morphing program then stretches the shape of the identity

face to the corresponding point locations on the composite
face. This process preserves the color and texture of the
identity faces and thus varies only the shape cues associated
with the high and low testosterone composites. Eighteen faces
not used in construction of the composites were chosen from
the middle of the testosterone range for use as identity faces.
Pairs of these faceswere firstmorphed together (this produces
faces that are less idiosyncratic and thus appearmore realistic
when warped) and then each of the nine two-facemorphs was
warped into the shape of one low and one high testosterone
composite. Each of the three high and low testosterone com-
posites served as target faces for the warping process three
times (each low composite was paired once as a target face
with each high composite), producing an initial pool of nine
stimulus pairs, but errors in stimulus construction led to the
use of only seven of these pairs in the rating study. Fig. 1
presents an example of a two-face morph that has been
warped into the shapes of high and low testosterone compo-
sites, respectively. Because the warped faces preserved the
same identity, only the warped faces and not the composites
were used in the forced choice trials of the main study (see
below).

The same procedures were used to create the masculinity-
based stimuli. Each of the 153 faces in our face bankwas rated
for masculinity on a 1—7 likert-type scale. Undergraduate
women (mean age = 18.64 � .13 years) performed the ratings
across three different studies (ns from 40 to 81) in which each
woman rated an average of 51 faces. Ratings were standar-
dized within raters and the average z-score for each face was
computed. The 12 highest and 12 lowest rated faces were
identifiedand subsets of four faceswere randomly chosen from
each set of 12 and morphed together to form three high
masculinity composites (mean rating 1.07 SD above the full
sample mean) and three low masculinity composites (mean
rating 0.81 SD below the full sample mean). As with the
testosterone-based stimuli, other faces from our face data-
base were warped into the shapes of both a low and a high
masculinity composite; each high composite was paired as a
target in the warping process three times with each low

[()TD$FIG]

Figure 1 Example stimuli for the testosterone-based forced choice trials. The center image is a composite of two natural faces that
have been morphed together. The image on the left is the center image warped into the shape of a low testosterone composite face,
and the image on the right is the center image warped into the shape of a high testosterone composite face. Participants viewed the
warped images in pairs (e.g., the leftmost and rightmost images in the figure) and indicated which one they found more physically
attractive.
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composite, resulting in a total of 27 face pairs representing
high and low masculinity versions of the same faces.

2.2. Participants

Women raters were UCSB students recruited conditional on
not using hormonal contraceptives. In order to reach a target
sample size of 40 women tested across two sessions, an initial
sample of 61 womenwas recruited for a first rating session, of
whom 40 agreed to return for a second session. Thirty-six of
these 40 women actually returned two weeks later and
completed the second testing, though missing data from
one woman reduced the sample size to n = 35 (mean age
of final sample = 19.46 � 0.29 years). Participation was in
exchange for partial fulfillment of a course requirement.

2.3. Procedures

Participants viewed pairs of faces in which the same identity
had been warped into the shape of one low and one high
testosterone/masculinity composite (see Fig. 1). For each
face pair, participants made forced-choice judgments of
which face was more physically attractive. The testosterone-
andmasculinity-based stimuli were intermingled across trials
and presented in a random order via a computer program.

The participants also provided saliva samples via passive
drool at thebeginningandendof each testing session (approxi-
mately 30 min. apart), and completed surveys at the end of
each session. In oneof these surveys,women indicated thefirst
day of their last menses. In addition, the participants were
asked to send an electronic mail confirming the onset of their
next menses after the second session. These procedures were
approved by the UCSB Institutional Review Board.

2.4. Fertile window estimation

The fertile window is defined as the days of the cycle in which
intercourse can produce conception, and has been shown to
extend from five days before ovulation through the day of
ovulation itself (Wilcox et al., 1995). The day of ovulation, in
turn, has been showntooccurmost frequently at about14days
before the onset of next menses (Baird et al., 1995), although
there is certainly variability in this timing (see Fehring et al.,
2006; Wilcox et al., 2000). Based on these findings, and
following previous cycle phase studies in themating literature
(e.g., Garver-Apgar et al., 2008; Rosen and Lopez, 2009), we
employed a backward counting technique in which we esti-
mated the day of ovulation as 14 days prior to the end of the
cycle and then estimated the fertile window as that day and
the previous five days. For cases in which both testing sessions
occurred in the same cycle, the end of cycle was determined
from the e-mail indicating date of next menses onset after the
second session; for cases in which the sessions spanned two
cycles, the end of the first cyclewas determined as the date of
previous menses onset reported in the second session.

2.5. Hormone assays

Women’s saliva samples were stored at �80 8C before being
shipped on dry ice to the Human Behavioral Endocrinology

Lab directed by Peter Gray at the University of Nevada, Las
Vegas. Samples were assayed in duplicate using Salivary
Estradiol Enzyme Immunoassay Kit 1-3702 and Salivary Tes-
tosterone Enzyme Immunoassay Kit 1-1402, both from Sali-
metrics, LLC. Each participant’s saliva samples were run in
the same assay. For estradiol, interassay coefficients of
variation (CVs) were 15.1% and 15.4% for high and low con-
trols, respectively, and the intraassay CV was 7.0%. For
testosterone, interassay CVs were 4.7% and 21.4% for high
and low controls, respectively, and the intraassay CV was
8.1%. The two saliva samples collected in each testing session
produced hormone concentrations that were highly corre-
lated with one another (rs > 0.80 for both testosterone and
estradiol), and we therefore used the mean of these two
values in our data analyses.

2.6. Data analyses

Within each testing session, the percentages of high testos-
terone and high masculinity stimuli chosen asmore attractive
were converted to z-scores. This transformation efficiently
controls for any order of testing effects (without losing
degrees of freedom) since preferences are then measured
relative to other scores in the same testing session.

Pearson correlation coefficients and linear regression
analyses were used to test associations between changes
in hormones and changes in preferences across testing ses-
sions for the full sample of women (without reference to the
fertile window).2 Fertile window effects were analyzed using
repeated measures ANOVA. For cases in which one of the two
testing sessions fell within the estimated fertile window
(n = 18), the within-subjects factor compared preferences
in the fertile window session to those in the non-fertile
window session. The effects of changes in hormones on fertile
window preferences were then tested by adding hormone
change scores (fertile window minus non-fertile window) as
continuous covariates to the repeated measures ANOVA: the
F test for the interaction between the covariate and the
within-subjects factor tests whether the size of the fertile
window effect depends on the magnitude of hormone change
across sessions. Significant interaction effects were followed
up with correlation analyses. Finally, we used paired t-tests
to analyze pre-ratings of our stimuli as manipulation checks
(see Section 3.1). Reported significance levels are all two-
tailed.

All preference and hormone change scores were normally
distributed by visual inspection and the Shapiro—Wilk test
(all ps > 0.30) after the exclusion of one 3 SD outlier for
change in testosterone preference. Exclusion of this case
reduced the sample size to n = 34 for analyses involving
testosterone preference in the full sample, but left
unchanged the sample size for fertile window cases since
this woman did not have a session that fell within the
estimated fertile window.

2 Because change scores are often associated with baseline values,
we re-computed our change score analyses while controlling for
baseline (i.e. session 1) scores: in every case, statistical conclusions
were unchanged.
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3. Results

3.1. Manipulation checks

Fifty-eight undergraduate women (mean age = 18.93 � 0.17
years) who were not participants in the main study rated each
of the testosterone- and masculinity-based composite stimuli
for bothmasculinity and physical attractiveness on 1—7 likert-
type scales. For each rater, we computed mean ratings for
composites belonging to the same class (e.g., high testoster-
one, lowmasculinity, etc.), and then compared ratings of high
and lowcomposites usingpaired t-tests. Providingevidence for
the effectiveness of our masculinity manipulation, the high
masculinity composites were rated more masculine
(mean = 5.05 � 0.13) than the low masculinity composites
(mean = 3.03 � 0.11), paired t (57) = 14.76, p < 0.001. The
high masculinity composites were also rated more physically
attractive (mean = 3.94 � 0.14) than the lowmasculinity com-
posites (mean = 3.02 � 0.14), paired t (57) = 6.13, p < 0.001.
The high testosterone composites were likewise rated more
masculine (mean = 4.52 � 0.10) than the low testosterone
composites (mean = 3.99 � 0.10), paired t (57) = 5.17,
p < 0.001, which replicates previous reports showing that
women perceive the faces of higher testosteronemen asmore
subjectively masculine (Penton-Voak and Chen, 2004; Roney
et al., 2006; cf. Pound et al., 2009). However, the high
testosterone composites were not rated more physically
attractive (mean = 3.39 � 0.14) than the low testosterone
composites (mean = 3.36 � 0.11), paired t (57) = 0.33,
p = 0.74, which suggests that the testosterone-based stimuli
vary cues of testosterone concentrations while holding physi-
cal attractiveness fairly constant.

3.2. Preferences for testosterone-based stimuli

For the full sample of women, as predicted, change in pre-
ference for thehigh testosterone faces fromsession1 to session
2 was positively correlated with change in estradiol across the
same sessions (see Fig. 2 and Table 1). Change in testosterone,
on the other hand, was uncorrelated with change in testoster-
one preference (see Table 1). A multiple regression analysis
with changes in estradiol and testosterone entered together as
predictors of change in testosterone preference confirmed a
significant influence of estradiol, b = 0.42, p = 0.02, and a null
effect for testosterone, b = �0.13, p = 0.43.

Preference data were re-analyzed for the subset of
women who had one session fall within the estimated fertile
window. Repeated measures ANOVA revealed that, as pre-
dicted, women exhibited stronger preferences for the high
testosterone faces when tested inside the estimated fertile
window (mean z = 0.19 � 0.27; mean raw percentage of high
testosterone faces chosen = 52%) than when tested in their
other session (mean z = �0.28 � 0.18; mean raw percentage
of high testosterone faces chosen = 43%), F (1, 17) = 4.84,
p = 0.04.3 When changes in estradiol and testosterone from

outside to inside the fertile window were simultaneously
added to the model as covariates, only change in estradiol
interacted with the fertile window factor, F (1, 15) = 6.12,
p = 0.026 (for change in testosterone, F (1, 15) = 2.97,
p = 0.11). More positive changes in estradiol were associated
with more positive changes in preferences for facial cues of
high testosterone, r = 0.52, p = 0.03. Although not signifi-
cant, changes in testosterone from outside to inside the
fertile window were actually negatively correlated with
changes in preferences for the high testosterone face shapes,
r = �0.37, p = 0.13.

3.3. Preferences for masculinity-based stimuli

In contrast to the findings for the testosterone-based stimuli,
preferences for the high masculinity versions of the faces
were not higher when women were tested inside the esti-
mated fertile window (mean z = �0.32 � 0.20; mean raw
percentage of high masculinity faces chosen = 53%) as
opposed to when they were tested in their other session
(mean z = �0.07 � 0.23; mean raw percentage of high mas-
culinity faces chosen = 56%), F (1, 17) = 2.22, p = 0.16. For
the full sample of women, neither change in estradiol nor
change in testosterone significantly predicted change in

[()TD$FIG]

Figure 2 Change in women’s testosterone preferences (session
2 preference z-score minus session 1 preference z-score) plotted
against change in their estradiol concentrations (session 2 minus
session 1).

Table 1 Zero-order correlation matrix for face preference and
hormone change scores (session 2 minus session 1) for the full
sample of women.

D Testosterone
preference

D Masculinity
preference

D Estradiol

D Masculinity
preference

�0.35 *

D Estradiol 0.40 * �0.27
D Testosterone �0.05 0.28 0.23

* p < .05.

3 As expected given the z-score transformation (see Section 2.6),
order of testing (i.e. whether the fertile window was in the first or
second session) did not interact with the within-subjects factor, F (1,
16) = 0.03, p = 0.88.
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preference for high masculinity (see Table 1). Table 1 also
demonstrates that change in testosterone preference was
negatively correlated with change in masculinity preference,
despite the fact that, between-subjects, preferences for the
two types of stimuli showed signs of positive association
within testing sessions (for session 1: r = 0.10, p = 0.57; for
session 2: r = 0.43, p = 0.01).

4. Discussion

The present results demonstrate that changes in women’s
estradiol concentrations across a two-week period positively
predict changes in their preferences for facial cues of high
testosterone, which represents a within-subjects replication
of a similar effect demonstrated between-subjects in a
separate sample (Roney and Simmons, 2008). In addition,
women in the current study exhibited stronger preferences
for facial cues of high testosterone when tested inside the
estimated fertile window than when tested in their other
session, and change in salivary estradiol (but not testoster-
one) positively predicted the size of this fertile window
preference shift. Surprisingly, the fertile window findings
appear to be the first within-women demonstration of
changes in measured hormone concentrations predicting
an ovulatory shift in attractiveness judgments. As such, these
results make unique contributions to an expanding cycle
phase literature, and join other studies (Garver-Apgar
et al., 2008; Lukaszewski and Roney, 2009; Roney and Sim-
mons, 2008; Rosen and Lopez, 2009) in supporting a role for
estradiol as an important physiological regulator of men-
strual phase shifts in women’s mating psychology.

A role for estradiol in modulating attraction to androgen-
dependent cues is also consistent with findings in nonhuman
species. In rodents, ovariectomy eliminates and estradiol
treatment restores female preferences for the odors of
testosterone-treated vs. castrated males (e.g., Xiao et al.,
2004). Likewise, in songbirds, estradiol treatment modulates
female neural responses to the auditory perception of andro-
gen-dependent male song (Maney et al., 2008). The present
findings can thus be seen within the context of a broader
phylogenetic pattern in which sex hormones in perceivers
promote attraction to cues of elevated sex hormone concen-
trations in members of the opposite sex.

The functional logic of using estradiol to calibrate attrac-
tion to androgen-dependent cues may in turn derive from the
ability of estradiol to index fertility across a range of time-
scales. If in fact elevated testosterone signals heritable
fitness — as has been theorized (e.g., Folstad and Karter,
1992) — then scrutiny of androgen-dependent cues should be
most important when fertility is higher and the acquisition of
genetic benefits is thus physically possible. Estradiol peaks
near ovulation and can therefore index within-cycle fertility,
of course, but it is also the case that estradiol tends to be
higher across most days of higher vs. lower fertility cycles
(Lipson and Ellison, 1996; Venners et al., 2006). Because
women in ancestral environments likely experienced fertile
cycles quite rarely (see Lancaster and Kaplan, 2009; Strass-
mann, 1997), it may have been functional to down-regulate
attention to heritable fitness indicators during long stretches
of infertility but then up-regulate such attention when fer-
tility returned since any mates chosen during the rare fertile

cycles would have a greater probability of fathering offspring
in the near future (see also Roney, 2009; Roney and Simmons,
2008). By indexing both between- and within-cycle fluctua-
tions in fertility, then, estradiol can efficiently signal the
presence of those circumstances in which genetic benefits
are most relevant, thus potentially explaining the evolution
of brain mechanisms that use estradiol as a modulator of
attraction to androgen-dependent cues.

Results from the present study also demonstrated dissocia-
tions between the hormonal predictors of preferences for the
testosterone- and masculinity-based face stimuli. Neither
change in estradiol nor change in testosterone significantly
predicted change in preference for the masculinized versions
of men’s faces, nor was preference for masculinity higher
inside vs. outside the estimated fertile window. In addition,
despite some evidence that preferences for high testosterone
and high masculinity were positively correlated between sub-
jects, there was actually a negative correlation between
changes in preferences for the respective stimuli, such that
women who exhibited an increase in preference for the high
testosterone faces across sessions were likely to exhibit a
decrease in preference for the high masculinity faces (see
Table 1). Thus, although the high testosterone faces were
perceived as moremasculine than the low testosterone faces,
the above dissociations suggest that facial cues of high circu-
lating testosterone must be different in some respects from
the cues used to subjectively judge facial masculinity. These
cue differences could be traceable to individual feature sizes,
or to more subtle differences in relational configurations
between features, but future research will be necessary to
test these possibilities.

We can only speculate as to why our findings did not
replicate ovulatory shifts in preferences for masculine faces.
Two aspects of our methods may be relevant here. First, we
manipulated masculinity based on women’s subjective rat-
ings, and implicit definitions of masculinity may vary across
distinct samples of raters. Some raters may employ subjec-
tive definitions of masculinity that closely track cues of
sexual dimorphism (e.g., DeBruine et al., 2006 in one sample
demonstrated similar preferences for faces masculinized
based on measured sexual dimorphism vs. based on subjec-
tive ratings), but this may not be true in all cases since raters
may vary in the extent to which they fold concepts like
attractiveness into their implicit definitions. Little et al.
(2008), for instance, found for one sample of women that
natural faces rated the most masculine did not differ sig-
nificantly in attractiveness ratings from faces rated the least
masculine, whereas Peters et al. (2009) in a different sample
found a strong positive relationship between rated attrac-
tiveness and rated masculinity. Differences between raters in
their implicit conceptions of masculinity, then, might help
explain why some studies that have employed subjective
ratings of masculinity have provided positive evidence for
ovulatory preference shifts (Johnston et al., 2001; Little
et al., 2008), whereas other studies have not (the present
study; Peters et al., 2009). Studies that have masculinized
faces based on measured sexual dimorphism have been more
consistent in demonstrating ovulatory shifts (e.g., Jones
et al., 2005; Penton-Voak and Perrett, 2000; Penton-Voak
et al., 1999), and it is possible that these measures more
reliably capture androgen-dependent cues than do more
variable measures based on subjective ratings.
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The second aspect of our method that may be relevant to
the null results for the masculinity-based stimuli is our con-
struction of faces stretched to shapes associated with the
extreme ends of the rated masculinity distribution. Previous
studies that have presented continuous frames running from
less tomoremasculine face transforms have found that fertile
window preferences are further toward the masculine end of
continua than non-fertile window preferences, but are still far
from the most masculine faces (e.g., Johnston et al., 2001;
Penton-Voak et al., 1999). This raises the possibility that our
masculinity transformationswere tooextreme, such thatmore
moderate variations in masculinization may have replicated
previous findings. Such methodological differences from pre-
vious studies complicate the interpretation of the null results
for our masculinity-based stimuli, and further research is
clearly necessary to test these conjectures.

Another interpretive issue regarding our findings concerns
the meaning of facial cues of circulating testosterone con-
centrations. Men’s testosterone concentrations can fluctuate
in a state-like manner in response to circumstances such as
exposure to potential mates (e.g., Roney et al., 2007, 2010)
or current relationship status (e.g., Gray et al., 2002, 2004;
Mazur and Michalek, 1998), but facial structure intuitively
seems far more stable. Importantly, however, men’s rank-
ordering in terms of testosterone production stays fairly
stable over time despite state-like fluctuations, with corre-
lations in the 0.50—0.80 range for testosterone concentra-
tions measured even years apart (Dabbs, 1990; Mazur and
Michalek, 1998; Vermeulen and Verdonck, 1992). In addition,
our use of multiple faces in the construction of the testos-
terone composites may have dampened the effects of tran-
sient hormone fluctuations in any given individual and thus
abstracted out those features more reliably associated with
high or low rates of testosterone production. As such, there is
a reasonable likelihood that our positive results for the
testosterone-based stimuli reflect reactions to facial cues
of long-term, trait-like rates of testosterone production. If in
turn high long-term testosterone production is sustainable
only by healthier men (see Folstad and Karter, 1992), then
facial cues of high testosterone may in fact indicate heritable
fitness. However, we cannot rule out the possibility that
facial cues of testosterone are more strongly associated with
social dominance than with heritable fitness (see Puts, 2010),
which might call into question whether cycle phase shifts in
preferences for these cues reflect greater attraction to
fitness indicators when the acquisition of genetic benefits
is physically possible. Thus, although there is now fairly
strong evidence that fluctuations in women’s estradiol con-
centrations predict their attraction to facial cues of men’s
testosterone, the precise information signaled by such cues is
a topic that requires further research (see also Ellison, 2008).

In conclusion, the present findings make contributions to
an expanding cycle phase literature by demonstrating that
within-women changes in salivary estradiol predict ovulatory
shifts in attraction to face shapes characteristic of men with
higher testosterone. Although we cannot exclude the impor-
tance of other hormonal predictors of women’s attractive-
ness judgments — especially progesterone, which was not
measured in the current study — the results are consistent
with findings from the nonhuman literature in which estradiol
has been demonstrated to regulate many components of
female mating behavior (for a review, see Thornhill and Gang-

estad, 2008). Likewise, recent reports in humans have impli-
catedestradiol inwomen’smatingmotivations (DuranteandLi,
2009), emotional processing (Guapo et al., 2009), and spatial
cognition (Resnick et al., 2009), and the present study adds
furtherevidence for the importanceof this hormone inexplain-
ing dynamic changes in women’s psychology and behavior.
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