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In a task where participants’ overt task was to track the location of an object across a
sequence of events, reaction times to unpredictable probes requiring an inference about
a social agent’s beliefs about the location of that object were obtained. Reaction times to
false belief situations were faster than responses about the (false) contents of a map show-
ing the location of the object (Experiment 1) and about the (false) direction of an arrow sig-
naling the location of the object (Experiment 2). These results are consistent with
developmental, neuro-imaging and neuropsychological evidence that there exist domain
specific mechanisms within human cognition for encoding and reasoning about mental
states. Specialization of these mechanisms may arise from either core cognitive architec-
ture or via the accumulation of expertise in the social domain.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

A question of key importance for cognitive science con-
cerns the extent to which interpretations and inferences
about social agents’ behavior are yielded by cognitive
mechanisms that are specialized for that purpose (hereaf-
ter, ‘domain specific’ mechanisms), rather than by more
general inferential machinery. While some theories pro-
pose such domain specific mechanisms as part of the core
cognitive architecture for belief-desire reasoning (e.g. Les-
lie, Friedman, & German, 2004), others propose more gen-
eral ‘executive’ inference processes handle mental state
content as just one of a broad range of functions covering
a variety of content types (e.g. Russell, 1999).

Demonstrations of domain specificity for inferences in
the social domain typically rely on comparison of tasks
matched closely for general executive demands, but which
involve different conceptual content. Investigations of spe-
cialization in social attention compare, for example, the ef-
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fects of centrally presented directional social cues (e.g. eye
gaze) with directional non-social cues (e.g. arrows; Ristic,
Friesen, & Kingstone, 2002) on otherwise identical cuing
paradigms.

An important sub-domain of social cognition is the
capacity for belief-desire reasoning, widely studied via
the use of tasks assessing the capacity to attribute false be-
liefs, (Baron-Cohen, Leslie, & Frith, 1985; Wellman, Cross, &
Watson, 2001; see Bloom & German, 2000). In this task
participants predict the action that follows when an
agent’s belief goes out of date, and domain specificity of
that inference process is diagnosed by comparison to tasks
that share the same structural features but that involves no
mental content, such as false photographs (Zaitchik, 1990),
maps (Leslie & Thaiss, 1992), drawings (Charman & Baron-
Cohen, 1992) or signs (Leekam, Perner, Healey, & Sewell,
2008). Divergent performance across the two tasks, given
shared general structure, cannot be attributed to the
shared general features which might otherwise explain
performance in isolation (see e.g. German & Hehman,
2006).

Developmental evidence suggests that preschool chil-
dren perform similarly on tasks with this general structure
(false beliefs, false photos, false maps/signs) although the
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pattern of inter-correlations suggests stronger association
between false beliefs and false signs than between false be-
liefs and false photos (Perner & Leekham, 2008). The evi-
dence, then, from typical development on these tasks has
yet to produce any clear sign of domain specificity for be-
lief processing.

Despite structural parallels and shared general de-
mands of false belief and false photo tasks, which likely ac-
counts for developmental change in this domain (see e.g.
Yazdi, German, Defeyter, & Siegal, 2006) there is nonethe-
less a striking dissociation between the tasks for children
with a diagnosis of autism, who fail with false belief con-
tent but perform at ceiling with false photos (Leslie &
Thaiss, 1992). This evidence has been interpreted as sup-
porting the domain specificity of mechanisms for belief-
desire reasoning, although other authors dispute the valid-
ity of the false photograph task as an appropriate control
for false beliefs (e.g. Perner & Leekham, 2008). Evidence
that children with autism appear to fail tasks assessing
inferences about false signs (Bowler, Briskman, Gurvidi, &
Fornells-Ambrojo, 2005) has been advanced by these
authors as an indication that difficulty in both typical
and atypically developing populations across these tasks
may be the result of the requirement to handle the general
concept of ‘representation’.1

The false belief–false photograph comparison has fea-
tured in functional imaging investigations of the domain
specificity of theory of mind, principally using fMRI, (Pern-
er, Aichhorn, Kronbichler, Staffen, & Ladurner, 2006; Saxe &
Kanwisher, 2003; Saxe & Powell, 2006; Scholz, Triantafyl-
lou, Whitfield-Gabrieli, Brown, & Saxe, 2009). Most prior
imaging studies, using a broad range of tasks and materi-
als, showed that a suite of areas are more active in tasks
with ‘theory of mind’ content than in control tasks. These
areas include the medial prefrontal cortex (mPFC), the
temporal poles and the temporal parietal junction (TPJ;
e.g. Fletcher et al., 1995; Gallagher et al., 2000; Gallagher,
Jack, Roepstorff, & Frith, 2002; German, Niehaus, Roarty,
Giesbrecht, & Miller, 2004; Saxe & Powell, 2006; Saxe &
Wexler, 2005; see Amodio and Frith (2006), Frith and Frith
(2006) for a review). Of this suite of areas, right temporal
parietal junction (rTPJ) appears to show the strongest sig-
nal when beliefs and photos (or signs) are compared (Pern-
er et al., 2006; Saxe & Kanwisher, 2003; Saxe & Powell,
1 The critique of the false photograph task is based on the claim that a
photograph that has gone out of dates is not ‘false’ in the same way as is an
outdated belief. While beliefs are ‘about’ the current situation, an outdated
photograph is ‘about’ the past situation of which it was taken and is a true
representation of this past situation (Perner & Leekham, 2008). A false map
or sign is a better control for the case of false representation, according to
this view, because maps and signs are ’about’ the current state of the world,
and when they go out of date they are false in the same way as are beliefs;
they misrepresent the current states of affairs. Of course, this is only true
because people are supposed to believe what maps and signs say, and thus the
argument simply introduces the concept of ’belief’ into the definition of the
concept of representation. If signs rely on the concept of belief in order to
achieve misrepresention, the pattern of correlation in typical development
and autism in which there may be a problem ’representing’ signs as well as
beliefs is rather unsurprising. We are thus unmoved by the argument that
photographs are not an appropriate control for beliefs in the domain of
autism. Nonetheless, to have the most conservative test of our hypotheses
here, we adopt a ’false map’ versus ’false belief’ comparison in Experiment
1.
2006), leading to the suggestion that it is rTPJ that imple-
ments a domain-specific component of the belief-desire
reasoning system.

Neuropsychological evidence supports this general con-
clusion. While damage to frontal areas is sometimes asso-
ciated with theory of mind deficits (Rowe, Bullock, Polkey,
& Morris, 2001; Stone, Baron-Cohen, & Knight, 1998; Stuss,
Gallop, & Alexander, 2001), there are cases where selective
damage to mPFC leaves theory of mind inferences intact
(Bach, Happé, Fleminger, & Powell, 2000; Bird, Castelli,
Malik, Frith, & Husain, 2004). Moreover, patients with fron-
tal lesions fare better on theory of mind tasks designed to
reduce language and other processing demands, a manipu-
lation that does not help a small group of patients with left
temporo-parietal (lTPJ) lesions, who remain impaired even
on these ‘lower demand’ tasks (Apperly, Samson, Chiavari-
no, & Humphreys, 2004). In further investigations, lTPJ pa-
tients were shown to have problems that extended to
reasoning about false photograph tasks (Apperly, Samson,
Chiaravino, Bickerton, & Humphreys, 2007). To date, no pa-
tients with rTPJ lesions have been tested, and it therefore
remains possible that while lTPJ is recruited for both be-
liefs and other kinds of representation, lesions to rTPJ
would impair belief inferences only.

In the current study we investigate the possibility that
domain specificity might manifest in belief-desire reason-
ing in adults, when sensitive measures of performance
are used. Accuracy on theory of mind and matched photo
tasks are for the most part at ceiling in children older than
5 or 6 years and into adulthood, and thus the current
investigation used reaction times to unpredictable probes
about beliefs and maps as a more sensitive measure to as-
sess the relative readiness with which the cognitive system
makes each kind of inference (see e.g. Apperly, Riggs, Simp-
son, Samson, & Chiavarino, 2006; Cohen & German, 2009).

We propose that observing different response latencies
between belief and map inference tasks would qualify as a
signature for domain-specific processing.2 A domain-gen-
eral account that posits a common processing mechanism
for beliefs and other kinds of representations would sit less
easily with such a pattern of responses, if such a processing
system is truly blind to the type of content being processed.

In the experiment that follows we present participants
with videos of event sequences in which they must track
a specific object that appears in the video. We compare
participants’ responses to probes that appear on some tri-
als asking about the contents of either a belief held by one
of the protagonists or a map that one of the protagonists
draws during the episode. These ‘belief’ and ‘map’ probes
were interlaced with a number of other probe types as fill-
ers and were presented randomly so that experimental
2 Reaction time differences between otherwise closely matched tasks
makes for compelling evidence for some specialization in the processing
stream, but is not a necessary condition for domain-specificity. Equivalent
RTs across two tasks might obtain even when processing is driven by
different mechanisms. For instance, cuing effects induced by centrally
presented eye gaze and arrow cues are not significantly different despite
evidence that orienting to gaze and arrows are underpinned by different
neural mechanisms (Ristic et al., 2002), Kingstone, Friesen, & Gazzaniga,
2000), and show subtly different behavioral effects under circumstances
where cues are counter-predictive (Friesen, Ristic, & Kingstone, 2004).
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Fig. 1. The sequence of events in the video stimuli. In each film, an actress places the key object in one of the two drawers (1). She then draws a map
indicating the location of the object (2). In her absence, a second character enters and during the act of putting a second object in the drawer, either moves
the target object (false conditions) or leaves it where it is (true conditions; 3). At this point the video is interrupted with either a belief probe, a map probe,
or a filler probe (4; only belief and map probes shown). After the participant’s response, the video ends with the woman’s return, and the participants are
asked to indicate the location of the target object (5).
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probes were unpredictable (Apperly et al., 2006; Cohen &
German, 2009). We predicted that specialized processing
mechanisms for mental states would result in a reaction
time signature wherein belief probes would receive faster
processing than map probes.
3 For all analyses, outlier trials (defined as ±3SD from the mean RT for
each subject) and error trials (which were rare, with no indication of any
speed-accuracy tradeoff) were excluded from the main analyses. An error
analysis revealed that the number of incorrect responses did not signifi-
cantly differ across trials. In the false belief, false map, true belief, true map
conditions there were errors on 4%, 6%, 3%, and 3% of the trials, respectively.
All p’s > .05 for the ANOVA and pair wise comparisons.
2. Experiment 1

2.1. Methods

Twenty-seven undergraduates (15 females and 12
males, M = 19.1 years, SD = 1.41 years) from the University
of California, Santa Barbara participated for course credit.
Participants watched videos of simple search action sce-
narios and were instructed to track the location of an ob-
ject (Fig. 1). In each video, an actress put the object in a
drawer and, before leaving, drew a map indicating its loca-
tion to help a friend locate it. While gone, an officemate re-
turned to put an unrelated object away in the room and
either moved the target object (‘‘false” conditions) or left
it in place (‘‘true” conditions). At this point a test probe
presented with text (e.g., ‘‘She thinks that the purse is in
the right drawer”; ‘‘The map shows that the purse is in
the right drawer”) or one of several different filler probes
(e.g. ‘‘It is true that the purse swapped locations”; ‘‘It is true
that she drew a map”) interrupted the video.

The ‘‘y” and ‘‘n” keys were used for ‘‘yes” and ‘‘no” re-
sponses, respectively. The participant used his or her dom-
inant hand which they were instructed to keep over the ‘‘h”
key (which is in between the ‘‘y” key above it and the ‘‘n”
key below it).

After participants gave a ‘‘yes” or ‘‘no” button-press re-
sponse, the video finished and participants provided a sec-
ond button-press response to indicate the object’s true
location, ensuring they followed instructions and tracked
the object.
Videos ranged from 55 to 60 s and were presented with
E-Prime 2.0 (Psychology Software Tools, Inc.) software. Re-
sponses to probes were equally likely to be ‘‘yes” or ‘‘no”
and the object was equally likely to start off on the left
or right side and to end up on the left or right side at the
time of the probe.

Probes fell into four conditions: false belief, false map,
true belief, and true map. Accuracy and reaction times
(RTs) to probes were measured. Trials were randomly
presented in a repeated-measures design, with 44 trials
divided over four blocks (32 test trials and 12 filler
trials).
2.2. Results and discussion

Reaction times3 were subjected to a two-factor repeated-
measures analysis of variance, revealing a main effect of rep-
resentation type, F(1,26) = 19.5, p = .0002, gp

2 = .429 such that
RT to beliefs were significantly faster than RT to maps, and a
main effect of truth value, F(1,26) = 9.8, p = .004, gp

2 = .274
along with a significant interaction between representation
type and truth value, F(1,26) = 4.46, p = .045, gp

2 = .146.
Inspection of Fig. 2 suggests this interaction results

from the difference between beliefs and maps being con-
siderably larger for false representations than for true.
Pairwise post hoc t-tests confirmed that the comparison
between false beliefs (M = 2197 ms, SD = 389 ms) and false
maps (M = 2429 ms, SD = 583 ms) was significant,
t(26) = 4.47, p = .0001, d = 0.86, with an effect size twice as
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4 We are grateful to a reviewer for pointing out this possibility.
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large as that obtaining from the difference between true
beliefs (M = 2148 ms, SD = 462 ms) and true maps
(M = 2224 ms, SD = 471 ms), t(26) = 2.18, p = .038, d = 0.42.
There was also a difference between false and true maps,
t(26) = 3.30, p = .003, d = 0.63, but no difference between
false belief and true belief, t(26) = 1.42, p = .17, d = 0.27.

Belief probes were three characters shorter than map
probes so an additional analysis was conducted to rule
out the possibility that the RT advantage for belief over
map probes might be due to a difference in probe length.
In this analysis (see, e.g. Trueswell, Tanenhaus, & Garnsey,
1994), actual RTs on all trials, including filler trials, and
character length were used to generate a regression equa-
tion which in turn was used to compute estimated RTs for
each subject for each test trial sentence.

Residual RTs were calculated as the difference between
the predicted and actual RTs for each test trial, and the
summary statistics for these residuals, along with RTs for
each condition appear in Appendix A. An analysis on the
residual RTs, which therefore controls for differences in
probe length, revealed the same pattern of performance
with the exception that the RT difference between true be-
lief and true map conditions fell short of significance,
t(26) = 1.04, p = .31.

Despite no overt instructions to track the contents of
either beliefs or maps, participants responded faster to
unpredictable belief probes than they did to unpredictable
map probes, a result consistent with the existence of do-
main specific systems specialized for processing mental
state representations. When the estimated reading times
for probe sentences was controlled for, the difference
was confined to representations that were false in content.
This might stem from the possibility that responses in the
true content conditions are more closely based on the
information that subjects’ were explicitly instructed to
track (i.e. the real location of the object).
The advantage for responding to probes about false be-
liefs over probes about false maps is consistent with the
idea that there might be domain specialized mechanisms
for mental state representations. However, a possible
objection to consider stems from the wide variety of possi-
ble public representations, and the possibility that maps
might be one type of public representation, that just hap-
pen to be a ‘more complex’ kind of public representation
to represent and reason about than other kinds of public
representations. For example, there are many different
specific forms a map might take in order to specify the
location of an object (e.g. different details might be made
explicit, different notations might be used, etc.).4 While
this is true for beliefs as well, it is not clear that people need
to consider the format of mental states in order to reason
about them.

Prior to concluding that there is a general advantage for
‘mental state’ over ‘public’ representations, it would be
desirable to show that an advantage exists even when be-
liefs are compared to another kind of public representa-
tion; ideally, a kind of public representation that is more
constrained in the way that it conveys its content, and
therefore may place lower demands on participants.

In Experiment 2, therefore, we compare participants’ re-
sponses to belief probes with responses to probes about ar-
rows, a form of public representation with a more
constrained format than a map has.

3. Experiment 2

3.1. Methods

Twenty-five undergraduates (16 females and 9 males,
M = 20.0 years, SD = 2.26 years) from the University of Cal-
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ifornia, Santa Barbara participated for course credit. The
design was identical to experiment 1. The procedure was
also identical except participants received arrow test
probes instead of maps (e.g., ‘‘The arrow shows the purse
is in the right drawer”).
3.2. Results and discussion

RTs5 were subjected to a two-factor repeated-measures
analysis of variance, revealing a main effect of representa-
tion type, F(1,24) = 9.74, p = .005, gp

2 = .289 such that RT to
beliefs were significantly faster than RT to arrows, and a
main effect of truth value, F(1,24) = 8.71, p = .007, gp

2 = .266
such that RTs to true representations were significantly fas-
ter than RTs to false representations. There was no interac-
tion between representation type and truth value,
F(1,24) = 0.08, p = .78, gp

2 = .0036 (see Fig. 3).
Pairwise post hoc t-tests confirmed that the advantage

for false beliefs (M = 2302 ms, SD = 703 ms) over false ar-
rows (M = 2485 ms, SD = 894 ms) was significant,
t(24) = 2.33, p = .03, d = 0.47, and that RTs were also signifi-
cantly faster for true beliefs (M = 2167 ms, SD = 691 ms)
than for true arrows (M = 2371 ms, SD = 752 ms),
t(24) = 3.01, p = .006, d = 0.60. While true beliefs were calcu-
lated faster than false beliefs, t(24) = 3.20, p = .004, d = 0.64,
5 A difference in error rates between belief and arrow probes reached
near significance, p = .06, however, this was in the opposite direction of that
predicted by a speed-accuracy trade-off. All other effects and comparisons
were not significant, p > .05. Error rates came in at 3%, 8%, 5%, and 9% for
false belief, false arrow, true belief, and true arrow conditions, respectively.

6 The number of words and characters for the belief and arrow probes
were matched in Experiment 2. Nonetheless, a residual reaction time
analysis was conducted as for Experiment 1 which revealed the same
pattern of results as for the analysis reported here using raw RTs. Summary
statistics for the residual analysis are presented in the Appendix.
the difference between true and false arrows fell short of
significance, t(24) = 1.63, p = .12, d = 0.33.

Two slight differences between the results of Experi-
ments 1 and 2 emerged. First, while there was a difference
between true and false maps in Experiment 1, there was no
equivalent difference between true and false arrows in
Experiment 2. Second, the difference between true and
false beliefs evident in Experiment 2 was not seen in
Experiment 1.

It is not entirely clear why these differences emerged,
though in the former case we speculate that one possibility
may reflect a difference between the way in which maps
and arrows function as public representations. Maps are
intentionally created public representations that most of-
ten carry their content via some isomorphism with the real
world; they are in a sense ‘copies’ of spatial information in
the world. Arrows, on the other hand, carry no intrinsic con-
tent; they function as public representations only via the
spatial orientation they have with respect to the world
(i.e. where they are pointing). To illustrate this more con-
cretely, consider that if the physical orientation of a map
changes, the content it conveys remains the same, while
if the orientation of an arrow changes, the information it
conveys changes with it.

Because of this difference, and because of their initial
tight relationship to reality, calculating the content of a
map that is ‘true’ might make relatively low demands com-
pared to calculating the content of a map that is false. With
arrows on the other hand, since they are not true or false in
virtue of intrinsic content, there may be no particular
advantage in the case where they are true. The difference
between the Experiments 1 and 2 here in the relative cost
of processing true versus false content for each public rep-
resentation type is entirely consistent with this interpreta-
tion, though further evidence on the question is required
before a definitive answer can be offered.
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The finding that true beliefs are calculated more quickly
than false beliefs in Experiment 2 is more consistent with
the existing proposed models of belief-desire reasoning
(e.g. Leslie, German, & Polizzi, 2005) and other evidence
from reasoning tasks with both younger and older adults
(e.g. German & Hehman, 2006) showing response time
advantages in calculating true beliefs over false beliefs.
The lack of such a difference between false and true beliefs
in Experiment 1 is thus the unexpected result here.
7 While differences in patterns of ‘social attention’ suggest that children
with autism might attend differently to aspects of the social world and
therefore experience it differently (Dalton et al., 2005; Klin et al., 1999;
Ristic et al., 2005), some specialized attention patterns (e.g. ’agency
monitoring’, New, Cosmides, & Tooby, 2007) appear to be intact in autism
(New et al., 2010).
4. General discussion

Across two experiments, participants responded to
unpredictable probes about the content of an agent’s belief
about the location of an object faster than unpredictable
probes about the contents of a map (Experiment 1) or ar-
row (Experiment 2) about the location of an object.

What are the possible sources, in terms of cognitive
architecture or processing, for the advantage for calcula-
tion of representations in the mental state domain over
artificial representations in these two varying formats?
We identify three related possibilities here.

First, the advantage might stem from accumulated
‘expertise’ with making calculations in the social domain
based on greater experience with beliefs than with artifi-
cial representations (for which there is presumed lesser
experience). Second, the advantage might stem from archi-
tectural specialization that exists in core mechanisms that
are responsible for the initial acquisition of theory of mind
knowledge (e.g. Leslie et al., 2004). Third, the advantage
might stem from an inherent difference in the computa-
tional requirements for representing mental and public
representations. These proposals, while differing in certain
details, all commit to some version of domain specificity in
the adult processing system. We deal with each of these
proposals in turn.

Appeals to ‘expertise’ or ‘amount of experience’ with
beliefs versus other kinds of representations are often
made to obviate the need to propose architectural domain
specificity for mental state content in the cognitive system
(e.g. Perner, Ruffman, & Leekam, 1994). However, under
such proposals, experience with mental state representa-
tions must at least result in domain specialization for that
content type (and not others), even if specialization is as-
sumed not to exist as a result of the core architecture of
the system. Yet, if a domain general cognitive system has
an architecture that does not have the capacity to tell apart
the two types of content (which would be the strongest ver-
sion of a domain general architecture), it is unclear why
‘practice’ with one kind of content (e.g. beliefs) would
not generalize to other kinds of representations, and vice
versa.

A second version of this domain generality might there-
fore propose instead that while processing mechanisms are
domain general, an advantage for beliefs stems from belief
content somehow having priority access to domain general
mechanisms. On this kind of view, however, there is still
domain specificity somewhere in the system; it is just lo-
cated earlier in the processing stream, where belief content
must have been ‘sorted’ somehow from other kinds of rep-
resentations and allowed priority access to the domain
general processor for representations.

It is worth also considering closely the premise driving
expertise proposals; that humans have more experience with
mental as opposed to public representations. While this is an
intuitively plausible premise, the precise nature of how to
quantify experience and its capacity to generate learning
and expertise needs specification for one to make sense of
‘expertise’ proposals. For example, one obvious difference
between ‘public’ representations and mental state represen-
tations is precisely that the contents of public representa-
tions such as maps, signs, photos and arrows are public,
and thus in cases where their content matches the true state
of affairs, this match is observable. Likewise, when the con-
tent of a public representation deviates from the true state of
affairs, the mismatch is observable. Cases of ‘misrepresenta-
tion’ might therefore readily lend themselves to learning
mechanisms that operate over such observable discrepan-
cies (see e.g. Leslie, 2000, for a proposal related to this for
how children might come to learn about hidden mental rep-
resentations by analogy to public representations).

By contrast, mental states are not directly observable
entities in the world, and therefore it is not obvious how
evaluating ‘matches’ and ‘mismatches’ with observable
behavior can drive learning. Cases where predicted actions
mismatch an observed action might be salient experiences,
but even so there are still multiple sources of variance be-
tween the action and the predicted mental states that
might have caused the ‘error’ in prediction. For example,
if an agent searches in an unexpected location, this might
be because her belief was actually false, but it might in-
stead have been because her desire changed instead (see
Wertz & German, 2007, for evidence of adults offering mul-
tiple desire representations in action explanation).

Making the contents of one’s mental states public, as
one does in mental state related conversation, might play
a role in facilitating such learning (see e.g. proposals such
as that of Taumoepeau and Ruffman (2008)), but the de-
tails of exactly how such input is translated into increased
expertise at reasoning about mental state contents are still
obscure. So while the notion of differential experience with
different types of content is intuitively appealing, there is
yet work to do in specifying both how experience is to be
quantified and how it drives expertise acquisition.

Theories that propose early specialized core architec-
ture that includes domain-specific components (e.g. Leslie
et al., 2004) gain some support from developmental neuro-
psychological investigations showing that children with
autism are selectively impaired on ‘theory of mind’ tasks
but are at ceiling on tasks involving non-mental represen-
tations (Leslie & Thaiss, 1992). This selective impairment
persists in spite of the fact that the learning environment
for children with autism is not obviously different than
the learning environment of children without autism.7
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Further evidence consistent with an early, reliably
developing system for mental state inferences is provided
by infants’ expectations about sequences of events where
an agent has a true or false belief – a sensitivity emerging
no later than 15 months, suggesting that core mental state
reasoning systems are in place early in development (Oni-
shi & Baillargeon, 2005; Southgate, Senju, & Csibra, 2007;
Surian, Caldi, & Sperber, 2007).

However, one challenge to theories proposing core
architectural domain specificity for theory of mind is re-
cent evidence from brain injured patients, showing an
association between performance on false belief and false
photographs in patients with lTPJ lesions; such patients
are impaired on both kinds of representational content
(Apperly et al., 2007).

While association in impairment in these patients sits
more easily with the idea of shared processing across con-
tent types, there are other explanations of this finding that
remain consistent with core architectural domain specific-
ity. Note that fMRI evidence points to rTPJ as the area most
selectively activated when beliefs are compared to false
photographs, with lTPJ showing a wider response profile
(Perner et al., 2006). It is therefore possible that a more
selective impairment with belief content might manifest
in patients with damage to TPJ on the right side (a patient
group that to date has not been tested, so far as we are
aware). Second, and also consistent with core architectural
functional specialization, is that two distinct neural sub-
populations might be physically interleaved in the same
anatomical area. Damage to lTPJ might compromise both
of these distinct neural subpopulations, impairing perfor-
mance across tasks that are nonetheless functionally dis-
tinct (see e.g. Kanwisher, 2000, for a similar argument
about domain specific face perception in the right fusiform
gyrus).8

A final possible account for the advantage of false belief
content over false maps and false arrows is intermediate
between strong domain specificity and strong domain gen-
erality. On this third approach, domain specialized cir-
cuitry that has the primary function of handling mental
state content might be co-opted into processing public rep-
resentations (e.g., arrows, maps and signs), owing to suffi-
cient overlap in the problem content and format of the
representations involved (see e.g. Barrett, 2005).

The idea is that mechanisms that form part of the core
architecture for mental state reasoning, nonetheless also
process non-mental representational content, albeit with
less efficiency, which would explain both the advantage
for the ‘proprietary’ content of the target domain (e.g. be-
liefs) over the extended domain (other public representa-
tions) and also the association in performance seen in the
impairment in patients with damage to lTPJ (Apperly
et al., 2007).
8 This possibility would not be without precedent in the domain of
theory of mind. Exogenous orienting of attention based on centrally
presented directional cues also has its basis in rTPJ, leading researchers to
question the specificity of the region for ’theory of mind’ (Mitchell, 2008).
However, high resolution fMRI comparisons of peak activation on the two
tasks may also be consistent with functionally distinct neural populations
being involved (Scholz et al., 2009).
One possible inherent difference between mental state
representations and public representations might lie in
the computational requirements that are entailed in each
case. In virtue of their being public, artificial representa-
tions such as maps and arrows exist in an explicit and ob-
servable medium. That is, we know when we reason about
the content of a public artificial representation how the
representation is conveying its content. An arrow pointing
to the left drawer, and a map depicting the object in the
left drawer both express the same content, but differ in
the details of the format and are thus different representa-
tions. While beliefs, if they in fact exist at all (Churchland,
1981), must exist in some format, reasoning about some-
one’s belief does not require one to know or assume any-
thing about that format (see e.g. Leslie, 2000, for further
discussion of this idea).

It is very unlikely that we consider the format or med-
ium carrying belief contents (e.g. whether the belief exists
as a ‘‘sentence in the head”, or a ‘‘picture in the head”)
when we reason about mental states in everyday action
prediction; we would consider two beliefs expressing the
same content in different ways as the same belief. However,
it is possible that reasoning about public representations,
because of their very publicity, mandates the representa-
tional format to be specified by whatever cognitive archi-
tecture handles the reasoning. The requirement to make
format explicit may be a computational task that is not
routinely required in mental state reasoning, but that is a
mandatory additional step in the processing of public rep-
resentations. A system specialized for dealing with mental
states in terms of brute propositional content (e.g. beliefs)
might behave less efficiently if it has to deal with a repre-
sentation in which the format must be made explicit, and
this could explain the performance difference in processing
beliefs and other public representations, even if the same
architecture is employed for both tasks.

This third possibility, if true, would predict that the
complexity of the format of the public representation
might contribute to the efficiency with which it is pro-
cessed. Simpler formats ought to be processed more effi-
ciently than more complex formats. The current evidence
across Experiments 1 (maps) and 2 (arrows) did not sug-
gest any sizeable difference in processing speeds for the
two different representational types, despite an intuition
that arrow representations have a simpler format and
therefore would be processed more quickly.9

A full exploration of this proposal requires further evi-
dence, and pending such evidence, we tentatively attribute
the advantage seen for belief content over public content
observed across the experiments here as evidence for mod-
els proposing that mental state reasoning comprises (at
A two-way mixed design ANOVA comparing maps from experiment 1
and arrows from experiment 2 confirmed there was no main effect of
representation type, F(1,50) = .299, p = .587, gp

2 = .006, a main effect of truth
value, F(1,50) = 12.4, p = .001, gp

2 = .199, and no interaction between repre-
sentation type and truth value, F(1,50) = 1.04, p = .312, gp

2 = .020. As
expected, neither the difference between false maps (M = 2429 ms,
SD = 583 ms) and false arrows (M = 2485 ms, SD = 894 ms) was significant,
t(50) = 0.266, p = .791, nor was the difference between true maps
(M = 2224 ms, SD = 471 ms) and true arrows (M = 2371 ms, SD = 752 ms),
t(50) = 0.855, p = .397.



Table A1
Actual and ‘residual’ mean reaction times in experiment 1.

False
belief

False map True
belief

True map

RT means (SE) 2196.85
(74.83)

2429.24
(112.27)

2148.3
(88.91)

2223.54
(90.61)

Residual RT
means (SE)

�40.11
(34.16)

161.05
(44.41)

�88.47
(27.86)

�44.04
(28.91)

Table A2
Actual and ‘residual’ mean reaction times in experiment 2.

False
belief

False
arrow

True belief True
arrow

RT means (SE) 2302.44
(140.6)

2484.59
(178.83)

2166.86
(138.19)

2371.17
(150.48)

Residual RT
means (SE)

�25.35
(36.6)

157.23
(51.7)

�159.98
(36.64)

44.64
(42.02)
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least in part) of core architectural domain specific mecha-
nisms underwritten by dedicated brain circuitry (such as
rTPJ). In response to certain input conditions these mecha-
nisms facilitate fast, automatic (or at least spontaneous)
encoding of, and inferences about, agents’ mental states
(e.g. Cohen & German, 2009).
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