(2016). Cognition, 154, 22-33.

What is Automatized during Perceptual Categorization?

Jessica L. Roeder & F. Gregory Ashby

University of California, Santa Barbara

An experiment is described that tested whether stimulus-response associations or an abstract
rule are automatized during extensive practice at perceptual categorization. Twenty-seven par-
ticipants each completed 12,300 trials of perceptual categorization, either on rule-based (RB)
categories that could be learned explicitly or information-integration (II) categories that re-
quired procedural learning. Each participant practiced predominantly on a primary category
structure, but every third session they switched to a secondary structure that used the same stim-
uli and responses. Half the stimuli retained their same response on the primary and secondary
categories (the congruent stimuli) and half switched responses (the incongruent stimuli). Sev-
eral results stood out. First, performance on the primary categories met the standard criteria of
automaticity by the end of training. Second, for the primary categories in the RB condition,
accuracy and response time (RT) were identical on congruent and incongruent stimuli. In
contrast, for the primary II categories, accuracy was higher and RT was lower for congruent
than for incongruent stimuli. These results are consistent with the hypothesis that rules are
automatized in RB tasks, whereas stimulus-response associations are automatized in II tasks.

A cognitive neuroscience theory is proposed that accounts for these results.

Introduction

There is now abundant evidence that declarative and
procedural memory systems both contribute to perceptual
category learning (e.g., Ashby & Maddox, 2005, 2010;
Love, Medin, & Gureckis, 2004; Reber, Gitelman, Parrish,
& Mesulam, 2003). Much of this evidence comes from
rule-based (RB) and information-integration (II) category-
learning tasks. In RB tasks, the categories can be learned
via some explicit reasoning process (Ashby, Alfonso-Reese,
Turken, & Waldron, 1998). In the most common applica-
tions, only one stimulus dimension is relevant, and the par-
ticipant’s task is to discover this relevant dimension and then
to map the different dimensional values to the relevant cate-
gories. In II tasks, accuracy is maximized only if information
from two or more incommensurable stimulus components is
integrated at some predecisional stage (Ashby & Gott, 1988;
Ashby et al., 1998).

Figure 1 shows typical examples of RB and II tasks. In
both cases, the two categories are composed of circular sine-
wave gratings that vary in the width and orientation of the
dark and light bars. The solid lines denote the category
boundaries. Note that a simple verbal rule perfectly parti-
tions the categories in the RB task, but no verbal rule cor-
rectly separates the two categories in the II task. A vari-
ety of evidence suggests that success in RB tasks depends
on declarative memory systems and especially on working
memory and executive attention (Ashby et al., 1998; Mad-
dox, Ashby, Ing, & Pickering, 2004; Waldron & Ashby,
2001; Zeithamova & Maddox, 2006), whereas success in II
tasks depends on procedural learning that is mediated largely

within the striatum (Ashby & Ennis, 2006; Filoteo, Maddox,
Salmon, & Song, 2005; Knowlton, Mangels, & Squire, 1996;
Nomura et al., 2007).

Although many studies have reported empirical dissocia-
tions between RB and II learning, much less is known about
the automatic performance of RB and II categorization deci-
sions. The few available studies have failed to find any qual-
itative differences between automatic RB and II categoriza-
tion (Hélie, Roeder, & Ashby, 2010; Hélie, Waldschmidt, &
Ashby, 2010; Waldschmidt & Ashby, 2011), and as a result
Ashby and Crossley (2012) tentatively proposed that there
may be only one neural system for mediating automatic be-
haviors. This article describes an extensive behavioral ex-
periment that reports the first known difference between au-
tomatic RB and II categorization. In particular, we report ev-
idence that stimulus-response (SR) associations are automa-
tized in II tasks, whereas rules are automatized in RB tasks.

In previous studies of RB and II automaticity conducted
in our lab, every participant was trained either on an II cat-
egory structure or on one of two different RB structures for
almost 14,000 trials each, distributed over 23 sessions (Hélie,
Roeder, & Ashby, 2010; Hélie, Waldschmidt, & Ashby,
2010; Waldschmidt & Ashby, 2011). Many of these partici-
pants completed four of these sessions inside an MRI scanner
(sessions 1, 4, 10, and 20 for RB participants and sessions
2, 4, 10, and 20 for II participants). Although differences
between the RB and II tasks were apparent during the early
sessions of these experiments, by session 13, almost all of
differences had disappeared.

Helie et al. (2010) reported that after the third session, al-
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Figure 1.  Examples of rule-based and information-

integration category structures. Each stimulus is a sine-wave
disk that varies across trials in bar tilt (or orientation) and bar
width. For each task, three illustrative Category A and Cat-
egory B stimuli are shown. The small rectangles and open
circles denote the specific values of all stimuli used in each
task. In the rule-based task, only bar width carries diagnostic
category information, so the optimal strategy is to respond
with a one-dimensional bar width rule (thin versus thick). In
the information-integration task, both dimensions carry use-
ful but insufficient category information. The optimal strat-
egy requires integrating information from both dimensions in
a way that is impossible to describe verbally.

most no significant behavioral differences could be discerned
among any of the groups. More specifically, all groups
showed similar accuracy levels and similar response times
(RTs), and the performance of all participants in every con-
dition was best described by a model emulating an optimal
decision strategy. In addition, after more than 10,000 trials
of practice, switching the location of the response keys pro-
duced interference in all conditions (on both accuracy and
RT), and there was almost no recovery from this interference
over the course of 600 trials. Similarly, after RB and II cat-
egorization became automatic, there was no dual-task inter-
ference in either task. Thus, although switching the response
keys interferes much more with early II than RB performance
(Ashby, Ell, & Waldron, 2003; Crossley, Paul, Roeder, &
Ashby, in press; Maddox, Bohil, & Ing, 2004; Spiering &
Ashby, 2008) and a dual task interferes much more with
early RB than II performance (Waldron & Ashby, 2001; Zei-
thamova & Maddox, 2006), these differences disappear after
automaticity has been achieved.

The neuroimaging results also showed convergence. In
early training sessions, activation patterns for the RB and II
tasks were qualitatively different. For example, RB perfor-
mance was correlated with activation in PFC, the hippocam-
pus, and the head of the caudate nucleus (Helie et al., 2010),
whereas early II training depended heavily on the putamen
(Waldschmidt & Ashby, 2011). By session 20 however, ac-
tivation in all of these areas no longer correlated with per-
formance. Instead, only cortical activation (e.g., in premotor
cortex) was positively correlated with response accuracy.

Thus, although much behavioral and neuroscience evi-
dence suggests that early RB and II learning are mediated
by different cognitive and neural systems, there is less data
on automatic RB and II categorization, and the data that is
available has failed to find any qualitative differences be-
tween the two. But what sort of differences should be ex-
pected? Although we know of no theory that offers an an-
swer to this question, one possibility is that different types of
information are automatized in RB and II tasks. For example,
the evidence is good that initial II learning is of SR associa-
tions, whereas initial learning in RB tasks is of abstract rules
(Ashby & Waldron, 1999; Casale, Roeder, & Ashby, 2012;
Smith et al., 2015). These data suggest that one plausible hy-
pothesis is that SR associations are automatized in II tasks,
whereas the rule is automatized in RB tasks.

Even so, a number of results in the literature suggest that
the development of RB automaticity could plausibly be char-
acterized by a transition from rule learning to SR learning.
First, comparative neuroimaging analyses suggest that as au-
tomaticity develops, task-related activation in RB and II tasks
becomes more similar (Hélie, Roeder, & Ashby, 2010; Soto,
Waldschmidt, Helie, & Ashby, 2013; Waldschmidt & Ashby,
2011). Second, early in learning, switching the locations
of the response keys interferes with II categorization much
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more than with RB categorization (Ashby et al., 2003; Cross-
ley et al., in press; Maddox, Bohil, & Ing, 2004; Spiering &
Ashby, 2008), which is consistent with the hypothesis that
early RB learning is of abstract rules, whereas early II learn-
ing is of SR associations. However, after automaticity de-
velops, RB and II categorization are equally disrupted by a
switch of the response keys (Hélie, Waldschmidt, & Ashby,
2010). Because of these results, it seems almost equally
plausible that the development of automaticity in RB tasks
is characterized by a gradual switch from rules to SR associ-
ations.

In summary, the existing data seem to suggest that SR as-
sociations are automatized in II tasks, although to our knowl-
edge this prediction has never been tested. For RB tasks, no
strong prediction is possible — either rules or SR associations
could be automatized. This article describes the results of an
extensive experiment that provides the first known examina-
tion of these issues. As we will see, our results provide the
first known evidence that SR associations are automatized
during II categorization and rules are automatized during RB
categorization. Thus, this article is also the first to report a
qualitative difference in automatic RB and II categorization.

In the experiment described below, 27 participants each
completed 12,300 categorization trials distributed over 21
separate II or RB training sessions. Each participant learned
the primary and secondary category structures shown in Fig-
ure 2. There were 7 three-day cycles. During the first 6
of these cycles, participants practiced the primary category
structure for the first two sessions and the secondary struc-
ture during the third session. During the 7th cycle, they again
practiced the primary category structures for the first two
sessions. During the third and final session (i.e., day 21),
they repeated categorization on the primary category struc-
ture, but this time they also completed a simultaneous dual
task known to recruit executive attention and working mem-
ory (a numerical Stroop task described below). This session
was used to assess whether participants were categorizing the
primary categories automatically. Note that prior to the dual-
task session, each participant had completed 14 training ses-
sions on the primary structures, which is more training than
Helie et al. (2010) indicated was necessary for automaticity
to develop.

It is important to note that the stimuli that were used in
each of the four category structures shown in Figure 2 are
identical, and thus, the only difference among any of the
conditions is the boundary that separates the two categories.
Therefore, the RB and II tasks are exactly equated on cate-
gory size, instance variability, category separation and a pri-
ori perceptual difficulty. In addition, note that the RB cate-
gory structures switch back and forth between the two stimu-
lus dimensions on primary and secondary days, so as in the 11
condition, both dimensions are relevant in the RB condition,
albeit at different times. Therefore, any difference between

Primary Secondary

Rule-Based

Primary Secondary

Information-Integration

Figure 2. Rule-based and information-integration category
structures used in the current experiment. Each subject alter-
nated between two training sessions on the primary structures
and one session on the secondary structures. This pattern was
repeated 7 times for a total of 21 separate training sessions.

the conditions should be due to the nature of learning, rather
than to a confound inherent to the category structures.

Note from Figure 2 that in both the RB and II conditions,
exactly half of the stimuli maintain their same SR mapping
on primary and secondary days and the other half switch re-
sponses. Thus, if SR associations are automatized then train-
ing on the secondary structures should delay automaticity for
stimuli in the incongruent regions of stimulus space (i.e., the
regions where the responses switch on secondary days) more
than in the congruent regions. However, if the categorization
rule (or decision boundary) is automatized rather than SR
associations, then the secondary training should slow the de-
velopment of automaticity on the primary structures equally
for all stimuli.

In the IT condition, we expect SR associations to be autom-
atized, so training on the secondary structures should delay
automaticity for stimuli in the incongruent regions of stim-
ulus space. If SR associations are also automatized in RB
tasks then a similar delaying of automaticity should occur for
stimuli in the incongruent regions of stimulus space. How-
ever, if rule are automatized then the secondary structures
should not interfere with the development of automaticity for
any stimuli.

Methods
Participants

Twenty participants were recruited from the Santa Bar-
bara community to participate in the RB condition, and thir-
teen were recruited to participate in the II condition. Three
participants in the RB condition were excluded from final
analyses: one person because he or she had not learned the
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primary categories by session 10, and two people who did
not complete the experiment due to the extended nature of
the study. Three people were also excluded from analyses
in the II condition because they failed to learn the primary
categories by session 10. Thus, the data analyses were based
on 17 participants in the RB condition and 10 participants in
the II condition. These sample sizes were selected based on
similar previous automaticity experiments (i.e., Waldschmidt
& Ashby, 2011; Hélie, Roeder, & Ashby, 2010). Participants
were paid $10 a session for their participation, for a total of
$210 for those participants who completed the experiment.

Stimuli and Apparatus

The stimuli were circular sine-wave gratings presented on
21-inch monitors (1280 X 1024 resolution). All stimuli had
the same size, shape and contrast, and differed only in bar
width (as measured by cycles per degree of visual angle or
cpd) and bar tilt (measured in degrees counterclockwise ro-
tation from horizontal). The bar width and tilt values for
each category were generated from sets of points (xi,x;)
sampled from a 100 x 100 stimulus space, then converted to
perceptual space using the equations xj = 0.1x; + 0.25 and
x5 = 555X2. The stimuli were generated with MATLAB using
Brainard’s (1997) Psychophysics Toolbox, and subtended an
approximate visual angle of 5°. The order in which the stim-
uli were presented was randomized across participants and
sessions.

For the primary disjunctive categories used in the RB con-
dition (described in Figure 2), Category A was defined as
x; < 2.75 or x; > 7.75 cpd. Category B was defined as the
rest of the space, or 2.75 < x; < 7.75 cpd. For the secondary
one-dimensional categories (also described in Figure 2), Cat-
egory A stimuli were defined by x, > 0.8, and Category
B stimuli satisfied x, < 0.8. The relevant dimension was
switched for the one-dimensional condition, as this neatly
allows for 50% overlap of the category structures.

The stimuli in the II condition were identical to those in
the RB condition, only the category boundaries were differ-
ent. In the primary II condition, the categories were sepa-
rated by the decision bound x, = x;, with stimuli belonging
to category A if x, < xj, and category B if x, > x;. The
secondary categories were separated by the orthogonal deci-
sion bound x, = —x;. See Figure 2 for a description of both
category structures.

Stimulus presentation, feedback, response recording and
RT measurement were acquired and controlled using MAT-
LAB on a Macintosh computer. Responses were given on a
standard QWERTY keyboard; the “d” and “k” keys had large
“A” and “B” labels placed on them, respectively. The re-
sponse keys were not counter-balanced across subjects; cat-
egory “A” was always the “d” key and category “B” was
always the “k” key. Auditory feedback was given for cor-
rect and incorrect responses made within a 5-second time

limit. If a key was pressed that was not one of the marked
response keys, a distinct tone played and the screen displayed
the words “wrong key.” If the response was made outside of
the time limit, the words “too slow” appeared on the screen.
In both the wrong key and the too slow cases, the trial was
terminated with no category-related feedback, and these tri-
als were excluded from analysis.

Procedure

The experiment lasted for 21 sessions over as close to 21
consecutive workdays as possible (participants were encour-
aged to participate in sessions over the weekend, and were
discouraged from going more than three days without partic-
ipating). There were two types of sessions: for the major-
ity of the sessions, participants were trained on the primary
categories (either the disjunctive or the y = x boundaries,
depending on the condition), but every third session of the
experiment participants were trained on the secondary cate-
gories (either the one-dimensional or the y = —x boundary).
All of the sessions except for the 21% consisted of 600 trials
with rest opportunities every 50 trials.

Sessions 1-20: At the beginning of the first session, par-
ticipants were informed they would be participating in a
computer-based experiment in which the goal was to learn to
categorize objects. They were then informed that they would
view a series of disks one at a time, and that they would have
to determine whether each disk belonged to category A or
category B based on the disk’s visual appearance. They were
also informed that the disks varied across trials on two visual
features: the thickness and angle of the black and white bars.

At the beginning of the third session participants were in-
structed that the disks were now grouped into categories A
and B in a new way, and that they were still to use the “A”
and “B” response keys. From session three on they received a
prompt at the beginning of the day telling them whether they
were seeing the “usual” categories or the “other” categories.

Session 21 was described to participants as a “test day.”
This session included a numerical Stroop task on each trial,
which roughly doubled the amount of time each trial took to
complete. Therefore session 21 consisted of 300 trials di-
vided into six 50-trial blocks, instead of the usual 600 trials.
The same numerical Stroop dual task described in Waldron
and Ashby (2001) was used. In this task, two different dig-
its were displayed on either side of the monitor screen for
200 msecs, then the screen went blank for 100 msecs before
the categorization stimulus appeared. One of the digits was
displayed in a larger font than the other. After the subject
had categorized the disk and received feedback on their cate-
gorization judgment, on a random half of the trials a prompt
appeared on the screen that asked which side of the screen the
digit was on that was larger in numerical value. On the other
half of trials the prompt asked which side of the screen the
digit was on that was larger in font size. The response keys
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for the Stroop task were the “r” and “u” keys marked L and
R, respectively, in the same manner as the A and B response
keys. Visual feedback was given. Participants were given
five practice trials before the beginning of the experiment,
and these were not recorded. Participants were explicitly in-
structed to be as accurate as possible on the number task, and
to categorize the “usual” categories with whatever cognitive
resources they had left. Feedback was given on every trial
for the Stroop task and for the categorization task separately.

Assessing Automaticity

As almost any cognitive or motor skill is practiced, ac-
curacy increases, execution time decreases, and less cogni-
tive control is needed. These changes can occur over very
long time scales. For example, Crossman (1959) reported
that factory workers were still improving their cigar-rolling
performance after a million trials of practice. Thus, the tran-
sition from newly learned behavior to automatic skill is a
continuum. As practice moves a behavior along this con-
tinuum, it is common at some point to label it ‘automatic’.
Many different criteria have been proposed for identifying
‘automatic’ behaviors (Ashby & Crossley, 2012; Moors &
De Houwer, 2006; Schneider & Shiffrin, 1977; Shiffrin &
Schneider, 1977). Unfortunately, these various criteria do not
all necessarily agree, and many can yield discrepant results
— especially when applied to behaviors learned via different
memory systems (Ashby & Crossley, 2012). As a result, we
do not take a strong theoretical position on the point at which
a behavior should be considered automatic. It seems certain
that the categorization behaviors studied in this article would
continue to change if we had continued training our partici-
pants past the 21 sessions in our study.

As a result, we define automaticity operationally. First,
we assumed that any manipulation that slows learning will
slow the development of automaticity. All researchers agree
that overall accuracy and response time (RT) should asymp-
tote before a behavior is considered automatic, so any ma-
nipulation that delays that asymptote should also delay the
development of automaticity. Second, we assumed that the
14 sessions of training that our participants received on the
primary category structures was enough to meet automaticity
criteria commonly adopted by other researchers.

Our choice to include 14 sessions depended heavily on
the extensive behavioral and neuroimaging results of Hélie,
Waldschmidt, and Ashby (2010), Hélie, Roeder, and Ashby
(2010), and Waldschmidt and Ashby (2011), who examined
the development of automaticity in tasks almost identical to
the RB and II tasks studied here. As mentioned earlier, their
conclusion was that by standard criteria, RB and II catego-
rization were ‘automatic’ after 13 sessions of training. This
is the reason that we included 14 sessions of training on
the primary category structures in both the RB and II con-
ditions. Even so, we can test the validity of this assumption

using several other well-known criteria. First, we can assess
whether overall accuracy and RT have asymptoted by the end
of training. This test is more important for accuracy than for
RT. Our participants were given instructions that encouraged
them to maximize accuracy and no mention was made of RT.
In the absence of explicit RT instructions, observed RTs are
often highly variable and therefore difficult to interpret (e.g.,
Luce, 1986). Second, perhaps the most widely used criterion
in cognitive science is that a behavior should be considered
automatic if it can be executed successfully while the par-
ticipant is simultaneously engaged in some other secondary
task (i.e., so its execution requires little cognitive control;
Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977).
The present experiment tested this criterion by adding a dual
task on session 21. If the categorization behaviors are auto-
matic then the drop in accuracy caused by the dual should be
minimal in both the RB and II conditions.

In summary, the development of automaticity is a grad-
ual process that can take as many as 10,000 hours of de-
liberate practice (Ericsson, Krampe, & Tesch-Romer, 1993).
The present experiment studies categorization behaviors af-
ter much less practice, so our behaviors — like virtually all
other behaviors that are acquired in laboratory settings — are
not fully automatized. Even so, as we will see, the catego-
rization behaviors we study meet multiple criteria that are
currently accepted as sufficient to classify the behavior oper-
ationally as ‘automatic’.

Decision Bound Modeling

We used decision bound modeling to determine what type
of strategy participants used to categorize the stimuli. De-
cision bound models assume that participants partition the
perceptual space into response regions (Maddox & Ashby,
1993). On every trial, the participant determines which re-
gion the percept is in and then gives the associated response.
Three different types of models were fit to each participant’s
responses: models assuming an explicit rule-learning strat-
egy, models assuming a procedural-learning strategy, and
models that assume random guessing.

There were three different types of rule-learning mod-
els: 1) models that assumed a one-dimensional rule (i.e.,
either on bar width or bar orientation); 2) models that as-
sumed a conjunction rule; and 3) models that assumed a dis-
junction rule. Models assuming a one-dimensional rule had
two free parameters (a decision criterion on the single rele-
vant dimension and a perceptual noise variance), whereas the
conjunction and disjunction models had three free parame-
ters (two decision criteria and a perceptual noise variance).
The procedural-learning models, which assumed a decision
bound of arbitrary slope and intercept, had three free parame-
ters (slope and intercept of the decision bound and perceptual
noise variance). Two different guessing models were fit — one
that assumed the probability of responding A equaled % on
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every trial (zero free parameters) and one that assumed the
probability of responding A equaled p on every trial (where
p was a free parameter). This latter model was included to
detect participants who just responded A (or B) on almost
every trial. For all models, all parameter estimates were free
to take any values, and the models were independently fit to
each 300-trial block both between and within participants.

All parameters were estimated using the method of maxi-
mum likelihood and the statistic used for model selection was
the Bayesian information criterion (BIC; Schwarz, 1978),
which is defined as BIC = rInN — 2InL, where r is the
number of free parameters, N is the sample size, and L is
the likelihood of the model given the data. The BIC statistic
penalizes models for extra free parameters. To determine the
best-fitting model within a group of competing models, the
BIC statistic is computed for each model, and the model with
the smallest BIC value is the winning model.

The relationship between the BIC score of the best-fitting
model and the participant’s accuracy is typically negative,
with BIC scores decreasing as performance improves. For
example, in the modeling reported below, the correlations
between the BIC score of the best-fitting model and the par-
ticipant’s accuracy during that 300-trial block of responding
was r = —0.934 in the RB condition [#(668) = —67.34,p <
0.001], and r = -0.793 in the II condition [#(398) =
—25.99, p < 0.001]. Perfect accuracy would mean that the
decision bound model assuming an optimal bound would fit
the data perfectly, and the BIC score would be as low as pos-
sible. With each additional response on the wrong side of
the optimal bound, the likelihood of the model given the data
decreases, increasing the negative log likelihood (the second
term in the BIC equation), thus increasing the BIC score.

The BIC values identify which model provides the best ac-
count of the participant’s responses, but this fact alone does
not indicate whether the fit was good or bad. It is possible
that all models provided poor fits and the best-fitting model
just happened to provide the least poor fit. Unfortunately,
the numerical value of the raw BIC score does not help with
this problem because BIC scores increase with sample size,
regardless of the quality of fit.

Any model that assumes either a rule or procedural deci-
sion strategy will provide a poor fit to randomly generated
data. With random data, the guessing model will provide the
best fit. So one way to assess how well a decision bound
model (DBM; either rule or procedural) fits the data is to
compare its fit to the fit of the guessing model. Bayesian
statistics allows a method to make such comparisons (via the
so-called Bayes factor). If the prior probability that the DBM
model Mppy is correct is equal to the prior probability that
the guessing model Mg is correct, then under certain techni-

cal conditions (e.g., Raftery, 1995), it can be shown that

1
1+ exp[-1(BICG - BICopw)|

P(MDBM|Data) = (1)

where P(Mpgm|Data) is the probability that the DBM is cor-
rect, assuming that either the DBM or guessing model is cor-
rect, and = means ‘is approximately equal to’. Thus, for ex-
ample, if the DBM model is favored over the guessing model
by a BIC difference of 2, the probability that the DBM model
is correct is approximately .73. In other words, even though
the DBM fits better than the guessing model, the fit is not
very good because there is better than 1 chance in 4 that the
data were just generated by random coin tossing. In contrast,
if the BIC difference is 10, then the probability that the DBM
model is correct is approximately .99, which means that we
can be very confident that this participant was consistently
using a single decision strategy that is well described by our
DBM. In this case, the DBM provides an excellent fit to the
data. Thus, in addition to fitting all the different decision
bound models to each data set, we will also compute the Eq.
1 values.

Results
Accuracy-based Analyses

The mean accuracy and the mean of the median RTs for all
21 sessions of both conditions are shown in Figure 3. Figures
4 and 5 show the RB accuracy and RT, respectively, for train-
ing sessions 3 — 20. In both figures, performance is plotted
separately for congruent and incongruent stimuli — that is,
for stimuli that maintained their SR association on every day
of training (i.e., congruent stimuli) and stimuli that switched
responses when the category structures changed from pri-
mary to secondary (i.e., incongruent stimuli). The breaks
in the curves occur at each transition between primary and
secondary category structures, and vice versa. Data from the
first two days of training on the primary categories are not
shown in these (or later) figures because before the first sec-
ondary day, there are no incongruent stimuli.

Figures 4 and 5 suggest a number of important results.
First, note that accuracy asymptotes on the primary cate-
gories early in training. In contrast, on the secondary cat-
egories, accuracy continues to improve throughout training.
On the other hand, RT initially decreases for both cate-
gory structures (e.g., see Figure 3) and then slowly increases
across the later training sessions. This increase is inconsis-
tent with standard automaticity criteria. However, recall that
participants were given no instructions regarding the speed
of their responses (except that there was a 5-second response
deadline), and they were never told that their RTs were being
recorded. Instead, they were told that their only task was
to maximize accuracy. For this reason, the accuracy results
are much more important than the RT results. During the
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sion averaged across participants for all 21 sessions of the
experiment. Sessions 1-20 of the experiment were 600 trials
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in purple. The breaks in the lines are at transitions between
sessions with primary and secondary category structures.
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Figure 5. Mean of the median RB RTs per block averaged
across participants for sessions 3 — 20. Each block included
300 trials, so there were two blocks per session. The solid
lines denote the learning curves for stimuli from the congru-
ent regions of stimulus space, and the dashed lines denote
learning curves for stimuli from the incongruent regions of
stimulus space. Data from primary structures are shown in
green and data from secondary structures are shown in pur-
ple. The breaks in the lines are at transitions between ses-
sions with primary and secondary category structures.

sessions when the RTs are increasing, note that accuracy re-
mains high. Therefore, we believe that task fatigue and a de-
crease in motivation are the primary factors contributing to
the gradual increase in RTs that occurred during the second
half of the experiment.

Second, note that performance on the primary structures
seems identical for congruent and incongruent stimuli. By
midway through training, the accuracies and RTs are vir-
tually superimposed. Thus, it appears that training on the
secondary categories did not disrupt the knowledge acquired
about the primary categories in any stimulus-specific way. In
contrast, for the secondary categories, performance is consis-
tently better for congruent stimuli than for incongruent stim-
uli. Accuracy is consistently higher and RT is consistently
lower.

These conclusions were tested statistically using a va-
riety of repeated measures ANOVAs. First, for the data
from the primary category structures only, we ran 2 stimulus
types (congruent versus incongruent) X 17 sessions ANOVAs
separately on both accuracy and RT. The results showed a
significant effect of session on both accuracy [F(16,23) =
2.99,p < 0.001] and RT [F(16,23) = 2.07,p < 0.01], but
no significant difference between the accuracy [F(1,16) =
0.06,p = 0.81] or RT [F(1,16) = 1.47, p = 0.24] for con-
gruent and incongruent stimuli. There was, however, a sig-
nificant interaction between stimulus type and session on ac-
curacy [F(1,23) = 1.62, p < 0.05]. This means that accu-
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racy increased with practice, although at significantly dif-
ferent rates for congruent and incongruent stimuli. Like-
wise, RTs changed with practice, but at a similar rate for
congruent and incongruent stimuli. A simple main effects
analysis showed that the accuracy interaction was driven
by congruent-incongruent performance differences early in
training (i.e., before block 10).

A similar ANOVA was conducted on the data from the
secondary categories. Results showed a significant effect of
session on accuracy [F(16,11) = 12.90, p < 0.001] and RT
[F(16,11) = 2.01, p < 0.05]. This time, however, there was
a main effect of stimulus type on both accuracy [F(1, 16) =
31.01,p < 0.001] and RT [F(1,16) = 19.17,p < 0.001],
as well as a session by trial type interaction on accuracy
[F(1,11) = 3.17, p < 0.001]. Thus, accuracy increased with
practice (and RTs changed), performance was significantly
better on congruent stimuli than on incongruent stimuli, and
accuracy changed across training differently on congruent
and incongruent trials.

Figures 6 and 7 show the mean accuracy and the mean
of the median RTs during each block in the II condition for
sessions 3 — 20. Note first that accuracy asymptoted by mid-
way through training, especially for the primary categories.
The RTs remained roughly the same across training although
within each set of blocks on the same structure, there was
a rapid RT decrease. Second, note that after the first few
sessions, accuracy was higher and RT was lower for congru-
ent stimuli than for incongruent stimuli on both the primary
and secondary category structures. These conclusions were
tested via the same set of repeated measures ANOVAs that
were used on the RB data. For the primary category struc-
tures, results showed a significant effect of session on accu-
racy [F(1,23) =2.42, p < 0.001], but not on RT [F(1,23) =
1.35, p = 0.14]. There was also a significant effect of con-
gruency on both accuracy [F(1,9) = 17.22, p < 0.01] and RT
[F(1,9) = 8.17, p < 0.05]. The stimulus type by session in-
teraction was not significant, either for accuracy [F(1,23) =
1.05, p = 0.41] or RT [F(1,23) = 1.08, p = 0.37]. Thus, ac-
curacy improved with practice and RT did not significantly
change with practice. More importantly though, accuracy
was significantly higher and RTs were significantly lower in
congruent regions of stimulus space than in incongruent re-
gions.

The difference in the effect of the congruency of stim-
uli on the two conditions was tested in a three-way mixed
ANOVA [i.e., stimulus type (congruent versus incongruent)
x condition (RB versus II) X session]. The interaction be-
tween condition and session was not significant, [F(1,11) =
0.32, p = 0.98], nor was the three-way interaction between
condition, stimulus type, and session [F(1,11) = 0.50,p =
0.91], but the interaction between stimulus type and condi-
tion [F(1,1) = 16.944, p < 0.001] was significant, support-
ing the conclusion that there was a congruent/incongruent
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Figure 6. 11 accuracy per block averaged across participants
for sessions 3 — 20. Each block included 300 trials, so there
were two blocks per session. The solid lines denote the learn-
ing curves for stimuli from the congruent regions of stimu-
lus space, and the dashed lines denote learning curves for
stimuli from the incongruent regions of stimulus space. Data
from primary structures are shown in green and data from
secondary structures are shown in purple. The breaks in the
lines are at transitions between primary and secondary cate-
gory structures.
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Figure 7. Mean of the median II response times per block
averaged across participants for sessions 3 — 20. Each block
included 300 trials, so there were two blocks per session.
The solid lines denote the learning curves for stimuli from
the congruent regions of stimulus space, and the dashed lines
denote learning curves for stimuli from the incongruent re-
gions of stimulus space. Data from primary structures are
shown in green and data from secondary structures are shown
in purple. The breaks in the lines are at transitions between
primary and secondary category structures.
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difference in the II condition, but not the RB condition.

With respect to automaticity, the most important session
is the last training session of the experiment (i.e., session
20), since this is the session for which categorizing stim-
uli from the primary categories should be most automatic.
In the II condition, during these 600 trials participants were
significantly more accurate on congruent stimuli than on in-
congruent stimuli [Congruent accuracy = 89.3%, Incongru-
ent accuracy = 82.1%, t(9) = 3.74, p = 0.005], whereas in
the RB condition this difference was nonsignificant [Con-
gruent accuracy = 87.1%, Incongruent accuracy = 88.0%,
1(16) = -0.82,p = 0.43]. Computing the Bayes factors
on these t tests (Rouder, Speckman, Sun, Morey, & Iver-
son, 2009) suggests that in the II condition, the alternative
hypothesis (i.e., that congruent and incongruent accuracies
are different) is 11.5 times more probable than the null hy-
pothesis (i.e., that congruent and incongruent accuracies are
equal), whereas in the RB condition the null hypothesis is
2.99 times more probable than the alternative. This latter
value, although impressive, actually underestimates the evi-
dence in favor of the null hypothesis because during session
20, RB participants were slightly more accurate on the in-
congruent stimuli than on the congruent stimuli. Thus, if
the congruent and incongruent accuracies really are unequal,
then our results would favor the possibility that participants
were actually more accurate on incongruent stimuli than on
congruent stimuli (an outcome that in Bayesian terms would
have a very low prior probability). Thus, a Bayesian analysis
strongly reinforces the conclusion that when their respond-
ing was most automatic, II participants were more accurate
on congruent stimuli than on incongruent stimuli, whereas
RB participants were equally accurate on both types.

Finally, note that a comparison of Figures 4 and 6 shows
that the primary disjunction categories in the RB condition
proved to be about equally difficult for participants to learn
as the primary II categories. II performance was better on
congruent than incongruent stimuli, but note that across the
whole experiment, mean accuracy on these two stimulus
types is approximately equal to the accuracy on the RB dis-
junction categories (and worse than accuracy on the RB one-
dimensional categories). Thus, the primary category struc-
tures used in the RB and II conditions were approximately
equal in difficulty.

Model-based Analyses

The accuracy and RT results suggest that practicing on the
secondary category structures selectively slowed the devel-
opment of automaticity for stimuli in the incongruent regions
of stimulus space compared to stimuli in congruent regions
in the II condition, but not in the RB condition. However, be-
fore interpreting these results it is important to determine the
decision strategies that participants adopted, and especially
whether practicing on the secondary structures caused partic-

ipants to change decision strategies on the primary structures.
To answer these questions, we fit decision bound models to
the responses of each participant in every 300-trial block of
the experiment (see the Methods section for details).

The model fitting results are shown in Figure 8. In the II
condition, the overwhelming majority of data sets were best
fit by a model that assumed a strategy of the optimal type
(i.e., a procedural-learning model). This was equally true for
the primary and secondary category structures.

In the RB condition, it can be seen that participants over-
whelmingly used the optimal strategy on the primary cate-
gories during all sessions (i.e., a disjunction rule). In con-
trast, there is more suboptimality on the secondary one-
dimensional categories, although this trend gradually de-
creases throughout training. Even so, at first glance it might
be surprising that suboptimal strategies are used more fre-
quently on the easier one-dimensional categories than on the
more difficult disjunction-rule categories. Recall that partic-
ipants received twice as much training on the primary cate-
gories as on the secondary categories. Therefore, one possi-
bility is that the extra training on the disjunction rule led to
occasional failures of the constant cognitive control needed
on secondary days to inhibit inappropriate use of the more
heavily practiced disjunction rule. Accuracy was high dur-
ing secondary sessions, but an occasional incorrect response
far from the category boundary can bias the model fitting
in favor of models that assume a procedural strategy. This
hypothesis is supported by several facts. First, of those par-
ticipants whose responses were best fit by a model assuming
a suboptimal strategy, the most common best-fitting model
assumed a procedural strategy. Second, on secondary days,
accuracy was lower in the incongruent regions of stimulus
space than in the congruent regions (see Figure 4).

So far our analyses indicate that a model assuming a de-
cision strategy of the optimal type provided the best over-
all account of the responses in both conditions across par-
ticipants. But these analyses do not indicate how well or
how consistently participants used that strategy. To address
this question, we used Eq. 1 (see Methods section) to es-
timate the probability that the decision bound model is cor-
rect, assuming that either the decision bound model is correct
or participants randomly guessed. In the RB condition, the
mean estimate of this probability (i.e., across participants)
was 0.99 on the primary sessions and 0.93 on the secondary
sessions. Thus, the data are strongly consistent with the use
of an optimal-type strategy, especially on the primary struc-
tures. In the II condition, the means were .957 on the primary
sessions and .943 on the secondary sessions. Again, the data
are strongly consistent with a strategy of the optimal type
(i.e., procedural). In summary, in both conditions, the mod-
els that fit best did so because they accurately reproduced the
decision strategies used by participants, and not because they
have more free parameters or model flexibility than alterna-
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Figure 8. Proportion of participants in each block whose re-
sponses were best fit by a decision bound model that assumed
a decision strategy of the optimal type. The dips in the RB
figure occur on the secondary training days (see text for dis-
cussion).

tive models (e.g., the guessing models).

Dual-Task Performance

Recall that during session 21, all participants categorized
the primary categories while simultaneously performing a
dual task that recruits working memory and executive atten-
tion (i.e., a numerical Stroop task). This session was included
to test one of the most classic automaticity criteria — namely,
that automatic behaviors can be executed successfully while
the participant is simultaneously engaged in some other task
(Schneider & Shiffrin, 1977; Shiffrin & Schneider, 1977).

Several studies have reported that during initial training, a
simultaneous dual task of the type used here interferes signif-
icantly with RB learning, but not with II learning (Waldron
& Ashby, 2001; Zeithamova & Maddox, 2006). These re-
sults have two important implications for the present study.
First, of course, we should expect the dual task to cause only
minimal interference in the II condition. Second, and more
importantly, the early learning data suggest that we can use
the II results as a baseline for the RB results. Of course,
the ideal result would be that performance during the dual
task is absolutely identical to session 20 performance (last
training day before the dual task). But this might be unre-
alistic, especially since the transition from initial learning to
fully automatized behavior is gradual (see Methods section).
Thus, a lower and perhaps more realistic bar for automaticity
is that the qualitative difference that exists during early RB
and II dual-task performance has disappeared.

In the II condition, mean accuracy on the numerical
Stroop task 94%, with a standard deviation of 3.9% (range:
86%-98%). Thus, participants devoted sufficient attentional
resources to the numerical Stroop task to perform at a high

level. The II accuracy and RT results are shown in Figure
9. As in all of our other analyses, the accuracy results are
far more important than the RT results. Because participants
were not informed that RT was being recorded, all RT results
should be interpreted with caution.

To assess whether the dual task affected categorization
performance, repeated measures t-tests were conducted to
test for performance differences between the last session be-
fore the dual task (i.e., Session 20) and the dual task ses-
sion, both for congruent and incongruent trials. Because null
results are predicted, we also report the Bayes factor (BF)
for each test (Rouder et al., 2009). This is an estimate of
the probability that the null hypothesis is true divided by the
probability that the alternative hypothesis is true. Thus, a BF
of 3 means that the data suggest that the null hypothesis is 3
times more likely than the alternative hypothesis.

In the II condition, as expected, the dual task did not sig-
nificantly increase accuracy (i.e., from session 20) [#9) =
1.21,p = 0.26, BF = 1.80]. This was true for both con-
gruent [#(9) = 0.72,p = 0.49,BF = 2.60] and incongru-
ent stimuli [#(9) = 1.25, p = 0.24, BF = 1.74]. On the
other hand, there was a significant increase in overall RT
[#(9) = —3.56, p < 0.01, BF = 9.21], and for both trial types
[Congruent trials: #(9) = —3.20, p < 0.01; Incongruent trials:
1(9) = =3.56, p < 0.01]. There are several reasons to believe
that these RT increases had little or nothing to do with the
level of automaticity of the II categorization behaviors. First,
the congruent/incongruent accuracy difference during the last
training session (session 20) suggests that categorization of
the incongruent stimuli was less automatic than categoriza-
tion of the congruent stimuli. Yet the RT increases during the
dual task were nearly identical for congruent and incongruent
stimuli. Second, our results are consistent with Helie et al.
(2010), who reported that after 20 sessions of practice on a
single category structure, the same dual task used here did
not significantly reduce RB or II categorization accuracy, but
it did increase categorization RT in both conditions. Helie
et al. (2010) also did not give participants any instructions
about RT, so their results show that under the tasks instruc-
tions used here, RT increases should be expected during a
dual task even when participants are given an extra 7 sessions
of practice.

In the RB condition, mean accuracy on the numerical
Stroop task was 93%, with a standard deviation of 5.4%
(range: 81%-99%). Thus, as in the II condition, partici-
pants devoted sufficient attentional resources to the numer-
ical Stroop task to perform at a high level. The accuracy and
RT results are shown in Figure 10. The repeated measures t-
tests showed that the dual tasks caused no significant change
in overall accuracy [#(16) = 0.09,p = 0.40,BF = 4.01],
nor did it increase accuracy on congruent [#(16) = 0.10, p =
0.92, BF = 3.90] or incongruent trials [#(16) = 0.06,p =
0.95, BF = 3.91]. Note that the Bayesian analysis provides
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Figure 9. Proportion correct and mean of the median RTs for
the last session of training (session 20) and the session with
the secondary task (session 21) for the II condition. The solid
lines denote the learning curves for stimuli from the congru-
ent regions of stimulus space, and the dashed lines denote
learning curves for stimuli from the incongruent regions of
stimulus space. Data from primary structures are shown in
green and data from secondary structures are shown in pur-
ple.

reasonably strong support for this inference. In particular,
the BFs suggest that the hypothesis that the dual task did not
affect accuracy is 4 times more likely than the hypothesis that
it did affect accuracy.

On the other hand, as in the II condition, the dual task was
associated with a significant increase in overall RT [#(16) =
—-6.19, p < 0.001], and in RT on both trial types [Congru-
ent trials: #16) = —6.19,p < 0.001; Incongruent trials:
1(16) = —6.86,p < 0.001]. But note that these increases
are almost identical to the increases in the II condition. As a
result, for the same reasons as in the II condition, there is no
reason to suspect that these RT increases are due to a failure
of automaticity.

Discussion

This article reports the results of an extensive experiment
in which each of 27 participants completed more than 12,000
trials of perceptual categorization distributed across 21 dif-
ferent training sessions, either on RB or II category struc-
tures. Overall, our results are based on more than 330,000
total trials. Each participant practiced predominantly on
a primary category structure, but every third session they
switched to a secondary structure that used the same stimuli
and responses. Importantly, half of the stimuli retained their
same SR association when the secondary structures were
practiced and half switched associations. The last session in-
cluded a final test of automaticity in which participants cat-
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Figure 10. Proportion correct and mean of the median RTs
for the last session of training (session 20) and the session
with the secondary task (session 21) for the RB condition.
The solid lines denote the learning curves for stimuli from
the congruent regions of stimulus space, and the dashed lines
denote learning curves for stimuli from the incongruent re-
gions of stimulus space. Data from primary structures are
shown in green and data from secondary structures are shown

in purple.

egorized stimuli in the primary structures while simultane-
ously performing a dual task known to recruit working mem-
ory and executive attention.

A number of results stood out. First, the primary RB and
II category structures were approximately equal in difficulty
(i.e., the learning curves were roughly the same). Second,
in both conditions, the performance of participants on the
primary categories met a number of standard automaticity
criteria — 1) training included 14 sessions; 2) accuracy was at
asymptote for many sessions; and 3) a dual-task did not re-
duce categorization accuracy. Third, all participants reached
high accuracy on both the primary and secondary category
structures, and decision-bound modeling showed that partic-
ipants overwhelmingly adopted decision strategies of the op-
timal type. Fourth, and most importantly, for the primary
categories in the RB condition, accuracy and RT were identi-
cal on congruent stimuli that maintained their category label
on every day and incongruent stimuli that switched labels on
secondary category-structure days. In contrast, for the pri-
mary II categories, accuracy was higher and RT was lower
for congruent than for incongruent stimuli.

As mentioned earlier, the evidence is good that in II tasks,
initial learning is of SR associations, not of an abstract rule
or a decision bound (Ashby & Waldron, 1999; Casale et al.,
2012). Our results strongly suggest that these SR associa-
tions become automatized after thousands of trials of prac-
tice. In our experiment, practicing the secondary categoriza-
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tion task reversed half of the SR assignments and preserved
the other half. Our results clearly showed impaired learning
for the stimuli that switched responses — exactly as predicted
by the SR-learning hypothesis.

In contrast, in the RB condition, the congruent and in-
congruent stimuli in the primary category structures were
learned equally well. Thus, practicing the opposite SR asso-
ciations for some stimuli caused no interference at all. This
finding is inconsistent with the hypothesis that SR associa-
tions become automatized in RB tasks. Instead, it is consis-
tent with the hypothesis that the categorization rule becomes
automatized. To our knowledge, this is the first empirical
difference between automatic RB and II categorization that
has been reported.

Many studies have reported that behavioral and neural
changes still occur long after the 21 sessions of training in-
cluded in our experiment (Crossman, 1959; Ericsson et al.,
1993; Matsuzaka, Picard, & Strick, 2007). For example,
Matsuzaka et al. (2007) reported that functional changes
were still occurring in the primary motor cortex of monkeys
even after the animals had practiced the same motor sequence
for more than two years. As a result, it is impossible to rule
out the possibility that if we had provided more than 21 train-
ing sessions, our results might have been different. The most
plausible difference perhaps, is that eventually SR associa-
tions would become automatized in RB tasks. Although we
can not rule out this hypothesis, there are several reasons why
this possibility should not negate our results. First, in the RB
condition, there was absolutely no evidence that SR associa-
tions were even beginning to develop by the end of training,
since performance on congruent and incongruent stimuli was
identical during the last training session. Thus, if significant
SR associations do eventually develop, they must require far
more than 14 sessions of training. Second, the amount of
training we provided was enough to meet a number of stan-
dard automaticity criteria. Thus, the behaviors studied here
were automatized to a similar extent as in other laboratory
studies of automaticity. Third, if there are important qualita-
tive changes that occur after hundreds or thousands of hours
of training, then new methods will be required to identify
these because few traditional laboratory studies will have
the resources required for such extensive training. Finally,
the possibility that changes might occur after such extreme
overtraining does not diminish the importance of the present
results. For example, a dual task interferes with initial RB
performance (Waldron & Ashby, 2001; Zeithamova & Mad-
dox, 2006), so the absence of a session 21 dual-task interfer-
ence suggests that a qualitative change in RB performance
occurred between our sessions 1 and 21. Our finding that
after such a qualitative change, RB categorization depends
on rules and not on SR associations is novel and must be
accounted for by any complete theory of categorization au-
tomaticity.

Ashby and Crossley (2012) reviewed behavioral, neu-
roimaging, neuropsychological, and single-cell recording
studies that all provide evidence for a single system of au-
tomatic categorization. Do the present results suggest more
than one automaticity system? Of course it is far too early
to rule this possibility out, but a more conservative question
might be to ask whether any single system could accommo-
date our results. In the remainder of this section, we outline a
candidate single-system theory of how automaticity develops
in RB and II categorization.

As mentioned previously, the evidence is good that early
II learning depends critically on the basal ganglia, and espe-
cially on the striatum (e.g., Ashby & Ennis, 2006; Seger &
Miller, 2010). Ashby, Ennis, and Spiering (2007) proposed
that in contrast, automatic II categorization is mediated en-
tirely within cortex and that the development of II automatic-
ity is associated with a gradual transfer of control from the
striatum to cortical-cortical projections from the relevant sen-
sory areas directly to the premotor areas that initiate the be-
havior. According to this account, a critical function of the
basal ganglia is to train purely cortical representations of au-
tomatic behaviors. The idea is that, via dopamine-mediated
reinforcement learning, the basal ganglia learns to activate
the correct post-synaptic target in premotor cortex (Cantwell,
Crossley, & Ashby, in press), which allows the appropri-
ate cortical-cortical synapses to be strengthened via Heb-
bian learning'. Once the cortical-cortical synapses have been
built, the basal ganglia are no longer required to produce the
automatic behavior. This model easily accounts for button-
switch impairments in II categorization, both during early
learning and after automaticity has developed (i.e., because
of the prominent role played by premotor cortex throughout
learning). And it explains why II learning is of SR associ-
ations (i.e., because of the direct projections from sensory
areas to premotor cortex).

A variety of evidence supports a similar model of auto-
maticity in rule-guided tasks such as RB categorization (e.g.,
for a review, see Hélie, Ell, & Ashby, 2015). First, many
studies have reported the existence of rule-sensitive neurons
in prefrontal cortex (PFC) (Hoshi, Shima, & Tanji, 2000;
Wallis, Anderson, & Miller, 2001; White & Wise, 1999),
which is consistent with the evidence that early RB learning
depends critically on the PFC (Anderson, Damasio, Jones,
& Tranel, 1991; Hélie, Roeder, & Ashby, 2010; Konishi et
al., 1999; Monchi, Petrides, Petre, Worsley, & Dagher, 2001;
Rogers, Andrews, Grasby, Brooks, & Robbins, 2000). How-
ever, rule-sensitive neurons have also been found in premotor

According to this account, cortical-cortical synaptic plasticity
follows Hebbian learning rules because the low levels of cortical
dopamine active transporter (DAT) prevents the rapid fluctuations
in cortical dopamine levels needed for true reinforcement learning.
In contrast, the basal ganglia are rich in DAT, so there, synaptic
plasticity follows reinforcement learning rules
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cortex (Muhammad, Wallis, & Miller, 2006; Wallis & Miller,
2003), and there is some evidence that during extended train-
ing, behavioral control might gradually pass from the PFC
to premotor cortex. First, the neuroimaging data collected
by Helie et al. (2010) over the course of 20 sessions of RB
categorization were consistent with this hypothesis. Second,
Muhammad et al. (2006) recorded from single neurons in
the PFC and premotor cortex while monkeys were making
rule-based categorization responses. In agreement with He-
lie et al. (2010), they found many neurons in the PFC that
fired selectively to a particular rule. However, after train-
ing the animals for a year, they also found many premotor
neurons that were rule selective, and even more importantly,
these neurons responded on average about 100 ms before
the PFC rule-selective cells. Thus, after categorization had
become automatic, the PFC, although still active, was not
mediating response selection. Instead, the single-unit data
suggested that the automatic representation had moved to re-
gions that included the premotor cortex. Third, within the
PFC, several studies have reported that the more concrete the
rule, the more caudal the representation (Badre, Kayser, &
D’Esposito, 2010; Bunge & Zelazo, 2006; Christoff, Kera-
matian, Gordon, Smith, & Midler, 2009). Based on evidence
such as this, Helie et al. (2010) proposed that as rules be-
come more concrete with more extensive training, they are
progressively re-coded more caudally in the PFC until even-
tually reaching the premotor cortex, at which time they be-
come automatic.

Thus, according to this view, the primary goal of rule-
learning circuits centered in PFC and procedural-learning
circuits centered in the basal ganglia is to train automatic rep-
resentations between sensory cortex and premotor cortex. If
so, then the only difference between automaticity in RB and
II tasks is that the terminal projection in RB tasks is onto pre-
motor rule-sensitive neurons, whereas in II tasks the terminal
projection is onto premotor response-sensitive neurons. In
other words, after extensive training, in RB tasks the sight
of a familiar stimulus automatically triggers the appropriate
rule, whereas in II tasks the sight of a familiar stimulus auto-
matically triggers the appropriate motor response.
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