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There have been many proposals that learning rates in the brain are adaptive, in the sense that they increase or decrease
depending on environmental conditions. The majority of these models are abstract and make no attempt to describe the
neural circuitry that implements the proposed computations. This article describes a biologically detailed computational
model that overcomes this shortcoming. Specifically, we propose a neural circuit that implements adaptive learning rates by
modulating the gain on the dopamine response to reward prediction errors, and we model activity within this circuit at the
level of spiking neurons. The model generates a dopamine signal that depends on the size of the tonically active dopamine
neuron population and the phasic spike rate. The model was tested successfully against results from two single-neuron
recording studies and a fast-scan cyclic voltammetry study. We conclude by discussing the general applicability of the model
to dopamine-mediated tasks that transcend the experimental phenomena it was initially designed to address.

Keywords Dopamine - Adaptive learning rate - Computational cognitive neuroscience - Ventral subiculum

Introduction

Normative and machine learning models of learning
have been integral to development and progress in a
wide range of fields, including computer science (Sutton
and Barto 1998), neuroscience (Maia 2009; Dayan and
Abbott 2001), and psychology (Rescorla and Wagner 1972;
Bush and Mosteller 1951; Berridge 2000). For example,
reinforcement learning algorithms have provided successful
models of how predicted reward estimates are updated when
new rewards are encountered in the environment. In these
models, the amount of learning on each trial is proportional
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to the reward prediction error (RPE), which is defined as the
obtained reward (R) minus the predicted reward (P).

The standard assumption is that dopamine (DA) neurons
in the ventral tegmental area (VTA) and the substantia
nigra pars compacta (SNpc) encode the RPE via their
response to rewarding events and to cues that predict
rewards (Montague et al. 1996; Schultz et al. 1997). Even
so, it is also well known that RPE is an imperfect predictor
of the DA response. For example, DA neurons also respond
to novel events and to salient stimuli with no reward-related
associations (Horvitz 2002). In addition, there are large
individual differences in the DA response to any given RPE,
which depend, at least in part, on personality type (Pickering
and Pesola 2014).

To account for such variability in the DA response to
RPE, reinforcement learning models typically include an
additional learning rate parameter—denoted by A, in Eq. 1
below—that controls the amount of learning that occurs
for any given value of RPE. When fitting reinforcement
learning models to data, A, is typically treated as a
free parameter, which allows the models to account for
unexplained variability in the learning effects of any given
RPE, albeit only via post hoc curve fitting. A complete
theory of learning must describe a neural account of these
changes in A,. This article takes a significant step towards
this goal by describing a neural network that modulates the
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DA response to RPE under a wide variety of environmental
conditions.

If the learning rate A, is too small, learning is
slower than necessary and the learner is insensitive to
changes in the reward structure of the environment. If
An is too large, learning is unstable. The optimal value
of A, changes adaptively in response to environmental
changes in the statistical structure of rewards (Daw and
O’Doherty 2014; Dayan et al. 2000; Dayan and Long 1998).
Additionally, a number of investigators have proposed a
variety of factors that may affect A, such as expected
and unexpected uncertainty (Dayan and Yu 2003; Yu and
Dayan 2005), volatility (Behrens et al. 2007), outcome,
informational, and environmental uncertainty (Mathys et al.
2011), covariance between predictions and past RPEs,
estimation, and unexpected uncertainty (Payzan-LeNestour
and Bossaerts 2011; Preuschoff and Bossaerts 2007), and
state-feedback contingency (Crossley et al. 2013) (for
detailed reviews of some of these taxonomies of uncertainty
and the relationships between them, see Bland and Schaefer
2012 and Soltani and Izquierdo 2019).

In the language of Marr (1982), almost all of these
models are computational. Thus, they make little or no
attempt to describe the neural circuitry that implements the
proposed computations. In particular, there are few current
hypotheses about the neural mechanisms that modulate
the amount of learning that occurs for any given RPE
(for exceptions, see Bernacchia et al. 2011; Franklin and
Frank 2015; ligaya 2016; Farashahi et al. 2017).

This article proposes such a mechanism. Specifically, we
describe a biologically detailed computational model of how
the adaptive learning rate proposed in the models described
above could be implemented at the neural level. We describe
the neural circuit that mediates this modulation and model
activity at the level of spiking neurons. The input to the
network is a computed value of some relevant theoretical
variable such as unexpected uncertainty, volatility, or
feedback contingency and the output is spiking activity in
a population of DA neurons. The resulting DA release is
presumed to then affect tonic and phasic DA levels in target
brain regions. The model is agnostic about which factors
modulate learning rates and how they are computed. The
neuroanatomy of the network we propose is consistent with
many of the alternative proposals about how learning rates
are modulated. Thus, the proposed model should be of
widespread interest.

Furthermore, the model can be applied to a variety
of DA-mediated tasks, many of which transcend the
experimental phenomena that it was created to address.
Potential applications of the model extend to working
memory, creative problem solving, cognitive flexibility, and
category learning. The general applicability of the model
to paradigms that extend beyond the implementation of
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learning rates in simple reinforcement learning tasks follows
from the fact that the network predicts changes in tonic and
phasic DA in all brain regions that are targets of VTA DA
neurons, and thus is applicable to any model of behavior that
depends on these regions and assigns a specific functional
role to DA.

The article begins with a brief review of a simple and
common reinforcement learning algorithm. We then discuss
the benefits of an adaptive learning rate and briefly review
many of the factors that have been proposed that influence
this rate. We refer to these factors as modulating variables.
Next, we describe our neurocomputational model of how
the modulating variable controls DA neuron firing and
therefore also DA release and learning. The computational
principle implemented by the network is to control the
gain on the DA response to any given RPE in addition
to regulating tonic levels via the modulating variable.
This new theory is formulated as a biologically detailed
computational model that we refer to as the Modulation of
Dopamine for Adaptive Learning (MODAL) model. Finally,
we close with a discussion of the relationship between our
implementational-level model and other levels of analysis
and possible directions for future research.

Reinforcement Learning Algorithms

This article proposes a neural interpretation of learning
rates. Virtually all learning algorithms include a learning
rate parameter and the network described below could
provide a neural interpretation of that parameter in many
of these algorithms. To keep the presentation concrete
however, we focus on one simple reinforcement learning
algorithm that is ubiquitous in the literature and that
formalizes the notion of a learning rate—namely, the single-
operator model of Bush and Mosteller (1951) (also see
Rescorla and Wagner 1972).

The single-operator model assumes that the predicted
reward value on trial n, denoted by P,, equals:

Py, = Py +)¥n(Rn - Pnfl)
= I'n—1 +)\nRPEns (1)

where R, is value of the obtained reward on trial n and
Ap is the learning rate on trial n. It is well known that in
a stable environment, P, converges asymptotically to the
mean reward value and the rate of convergence increases
with A, (i.e., for all A, in the range 0 < A, < 1). So any
variable that increases A, increases the learning rate.

Note that even simple algorithms that set all A, to the
same constant value predict a form of cooling because
the magnitude of the RPEs will decrease as learning
progresses. Even so, many algorithms change A, with n
(e.g., Sutton 1992). For example, it is common to decrease



Comput Brain Behav

An as n increases—a process that accelerates cooling. In
addition, there have been many proposals that other factors
also dynamically adjust learning rates in the brain. The
remainder of this section briefly reviews various modulating
variables that have been proposed to affect A,,.

Although A, is often treated as a free parameter in many
applications, its optimal value can be determined trial-by-
trial by considering the iterative updates in reinforcement
learning as a statistical problem of how best to integrate
previous estimates with new evidence. Taking a Bayesian
approach, it has been shown that under certain assumptions,
the optimal way to integrate past predictions with new data
is to set the learning rate to (Daw and O’Doherty 2014;
Dayan and Long 1998; Dayan et al. 2000):

Op

)\’i’l = —9
o, + Var(R)

@)
where o, represents the variance or uncertainty in our
current estimate of the predicted reward and Var(R)
represents the variance in the reward values. Therefore, if
the obtained reward values are not changing very much (i.e.,
Var(R) is small), then A, should be large, which will cause
the predicted reward estimate to converge quickly to the
(mean) obtained reward value. On the other hand, if the
obtained reward values are noisy (i.e., Var(R) is large),
then we should set 1, to be small to avoid over-reacting to
an unexpectedly large or small reward value.

Several researchers have argued that learning rates in
the brain are also affected by volatility—that is, by how
quickly the reward contingencies change in the environment
(Behrens et al. 2007; Mathys et al. 2011). The idea is that
increases in volatility should increase X, because agents
should learn faster in a rapidly changing environment in
order to track the fluctuations. Alternatively, when the
environment is stable, the agent should learn more slowly to
ensure it uses as much data as possible in order to converge
upon the true stable reward probabilities.

Dayan and Yu proposed that learning rates depend on
what they called expected and unexpected uncertainty (Yu
and Dayan 2005; Dayan and Yu 2003). Expected uncer-
tainty arises as a result of the unreliability of the cue that sig-
nals reward and the agent should suppress the use of the cue
when expected uncertainty is high. Unexpected uncertainty
is similar to the Behrens et al. (2007) notion of volatility
and the Mathys et al. (2011) notion of environmental uncer-
tainty, that is, unexpected uncertainty is high when the agent
is confident in their top-down model but these expectations
are nonetheless violated by the bottom-up sensory data. This
may be an indication that although the model was accurate,
the environment has changed and therefore learning from
bottom-up data should be more heavily weighted than the
top-down model. However, according to Bland and Schaefer
(2012), unexpected uncertainty differs from volatility in that

volatility is related to the frequency with which stimulus-
response-outcome (SRO) contingencies change. For exam-
ple, in a probabilistic reversal task where SRO contingencies
reverse every 30 trials, unexpected uncertainty will increase
following the reversal. Furthermore, this environment would
be characterized as having higher volatility relative to an
environment in which the SRO contingencies only reversed
every 100 trials.

Payzan-LeNestour and Bossaerts (2011) proposed that
A, depends on unexpected uncertainty and estimation uncer-
tainty and that prediction risk scales the RPE (Preuschoff
and Bossaerts 2007). Prediction risk is the irreducible uncer-
tainty due to outcome uncertainty. Estimation uncertainty is
measured as the entropy of the posterior distribution (sim-
ilar to the uncertainty of the prior in the above equation),
whereas unexpected uncertainty is high when SRO contin-
gencies change abruptly, as described above. Preuschoff and
Bossaerts (2007) also proposed that the covariance between
past predictions and reward prediction errors may contribute
to A,, as derived from least-squares learning theory.

Finally, empirical evidence suggests that state-feedback
contingency, defined as the covariance between rewards
and predictions, has a significant effect on the learning
rate (Ashby and Vucovich 2016; Crossley et al. 2013).
The intuition here is that a measure of the covariance
between rewards and predictions enables a parsimonious
method for the agent to infer the degree to which its
actions play a role in determining its rewards. If state-
feedback contingency is high, the agent recognizes that its
behavior plays a significant role in determining its rewards
and takes advantage of this by increasing the learning rate.
Alternatively, if state-feedback contingency is low, the agent
recognizes that its behavior does not play a significant role
in determining its rewards and therefore it can conserve
resources and preserve previous learning by decreasing the
learning rate.

The next section proposes a neural network that could
implement any of these modulating effects on learning rate.

Neuroanatomy of MODAL

Reward and feedback processing recruit diverse brain
networks that include the limbic system and prefrontal
and sensory cortices (Liu et al. 2011; Watabe-Uchida
et al. 2012; Tian and Uchida 2015; Haber 2016; Faget
et al. 2016; Takahashi et al. 2016). Multiple brain regions
respond to reward and compute predicted rewards (Sesack
and Grace 2010; Bromberg-Martin et al. 2010; Humphries
and Prescott 2010), and this redundancy inspired many
alternative theories of how DA neuron firing is modulated
by RPE (Houk et al. 1995; Schultz et al. 1997; Sutton
and Barto 1998; Schultz 1998; Tan and Bullock 2008;
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Kawato and Samejima 2007; Morita et al. 2013; Brown
et al. 1999; Hazy and Frank 2010; Joel et al. 2002; Stuber
et al. 2008; Contreras-Vidal and Schultz 1999; O’Reilly
et al. 2007). In contrast to all this work, we do not know
of any neurocomputational models that attempt to account
for any modulating effects of the DA response to RPE. We
propose that dynamic changes in learning rate are mediated
by changes in the size of the population of tonically firing
DA neurons. As the size of this population grows, more
DA neurons become available to respond to any given
RPE, which has the computational effect of increasing the
learning rate.

The neural architecture of the model is described in
Fig. 1. The inputs to the network are from regions that
compute RPE and the value of the relevant modulating
variable. Whereas the alternative modulating variables that
have been proposed might recruit somewhat different neural
networks, they all depend on temporal integration or
continuous updating of feedback and reward information.
Therefore, they are likely to depend on similar networks that
include regions in orbitofrontal, medial prefrontal, anterior
cingulate, parahippocampal, and entorhinal cortices. We
make no attempt to describe this network in detail, but
we assume that it sends a prominent projection to the
ventral subiculum (vSub), which is the main output structure
of the hippocampus. vSub receives input from a variety
of regions, including CA1 of the hippocampus (Fanselow
and Dong 2010), parahippocampal cortex, and entorhinal
cortex (Kerr et al. 2007). The entorhinal cortex encodes
general properties of the current context (Jacobs et al.
2010), and the parahippocampal cortex has a general role in
contextual binding (Aminoff et al. 2013). Additionally, the
entorhinal cortex receives almost all of its cortical inputs

modulating
variable ‘ +RPE -RPE ‘
A
Lateral
Habenula

0?-
e |

Fig. 1 Neural architecture of the proposed MODAL model of how
DA activity is regulated by one of the modulating variables described
in the previous section. RPE, reward prediction error; vSub, ventral
subiculum; NAcc, nucleus accumbens; VP, ventral pallidum; PPTN,
pedunculopontine tegmental nucleus; RMTN, rostromedial tegmental
nucleus; VTA, ventral tegmental nucleus

— excitatory
........ o inhibitory

@ Springer

from polymodal association areas, including cingulate,
orbitofrontal, and parahippocampal cortices, making it well
situated for integrating diverse inputs (Insausti et al. 1987).
Given the positioning of the vSub as an interface between
the contextual information processing in the hippocampus
and cortical and subcortical regions implicated in reward
processing, learning, and motivation (Quintero et al. 2011),
we propose that the vSub is a likely target of the complex
neural networks that mediate processing of the alternative
modulating variables that have been proposed.

The right half of the Fig. 1 network instantiates the
standard RPE model. The idea is that reward sensitive
units in regions such as prefrontal and orbitofrontal cortex
contribute to the RPE DA signal by providing excitatory
inputs to the pedunculopontine tegmental nucleus (PPTN)
(Hong and Hikosaka 2014; Kobayashi and Okada 2007,
Okada and Kobayashi 2013) and lateral habenula (LH)
(Tian and Uchida 2015; Hong et al. 2011; Matsumoto and
Hikosaka 2007, 2009). Through these circuits, positive
RPEs excite VTA DA neurons via the PPTN, whereas
negative RPEs inhibit VTA DA activity via the LH (and the
rostromedial tegmental nucleus (RMTN)).

The more novel features of the Fig. 1 model are presented
in the left half of the figure. First, factors thought to
influence the modulating variable are integrated in the
vSub, which results in an output signal to the NAcc that is
proportional to the value of the modulating variable.

The next component of the model builds on the work of
Grace et al. (2007), who proposed that the pathway vSub
— NAcc — VP — VTA controls the number of VTA DA
neurons that fire tonically. The NAcc — VP and VP —
VTA projections are both GABAergic, but the tonic firing
rate of VP neurons is much higher than the tonic firing rate
of NAcc neurons. As a result, many DA neurons in VTA
are silent due to tonic inhibition by VP. Estimates suggest
that because of this inhibition, only about half of VTA DA
neurons are spontaneously active under control conditions,
and these tonically firing neurons are the only ones available
for phasic bursts when excited by PPTN (Lodge and Grace
2006). When the value of the modulating variable is high,
vSub excites NAcc neurons, which inhibit VP neurons.
This releases VTA DA neurons from tonic inhibition, which
increases the number of tonically firing VTA DA neurons,
thereby enlarging the pool of DA neurons that can respond
to excitatory input from PPTN. In this way, increasing the
value of the modulating variable amplifies the RPE-induced
VTA DA response. Thus, the Fig. 1 network proposes a
neural mechanism via which the modulating variable can
control the gain of the DA response to any given RPE.

To test this theory more rigorously, we built a biologi-
cally detailed computational model of the Fig. 1 network,
and examined its ability to account for RPE and learning
rate effects on DA release. Our model is consistent with
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known neuroanatomy and neurophysiology and accurately
accounts for neuroscientific data.

Neurocomputational Details

We built a computational cognitive neuroscience model of
the Fig. 1 network that includes spiking neurons as the basic
units and that obeys the relevant neuroscience constraints
(e.g., Ashby 2018; Ashby and Helie 2011). The model was
programmed using the Python programming language (Van
Rossum and Drake 2011).

Model Architecture and Activation Equations

As described earlier, a rough schematic of MODAL is
shown in Fig. 1. Our main goal was to understand how
changes in the value of the modulating variable affect
the rate of learning via modulations of VTA DA neuron
activity. As a result, we made no attempt to model
neural firing in hippocampus or upstream cortical regions.
Modeling these complex structures is beyond the scope
of the current project. Furthermore, we modeled activation
in vSub, PPTN, and LH as either on or off (via square
waves). Because our hypothesis is that the value of the
modulating variable affects VTA DA neuron activity via the
NAcc — VP — VTA pathway, we modeled activity in all
these structures using spiking-neuron models; specifically
Izhikevich (2007) medium spiny neuron (MSN) models
for NAcc, quadratic integrate-and-fire models for VP
(Ermentrout 1996), and Izhikevich (2003) regular spiking
neuron models for VTA. Parameter values for the Izhikevich
units were set equal to the values used by Izhikevich (2007)
and parameter values for the quadratic integrate-and-fire
units were identical to those used in Ashby (2018), except
when otherwise noted.

Postsynaptic effects of a spike were modeled via the
a-function (e.g., Rall 1967). Specifically, when the presy-
naptic unit spikes, the input projected to the postsynaptic
unit is (with spiking time ¢ = 0):

t t
a(t) = Sexp (1 — 5) . 3

The parameter §, which models temporal delays in synaptic
transmission, was set to 123 for NAcc and VP units, and 225
for VTA units.

The following subsections describe additional details
about how we modeled activity in NAcc, VP, and VTA.
Table 1 lists values of all connectivity parameters. These

'However, note that in Izhikevich (2007) and Ashby (2018), the B
parameter controls the rate of tonic spiking. Each region in our model
has a different tonic firing rate; therefore, 8 = 0 in NAcc, B = 20 in
VP, and 8 = 62 in VTA.

parameter values were based on biological constraints (e.g.,
excitatory versus inhibitory). In its current form, MODAL
does not exhibit any synaptic plasticity; therefore, all
connection weight parameters in this network were fixed
throughout the simulations.

NAcc

The NAcc layer was modeled with 100 Izhikevich (2007)
MSNs with input to NAcc; (fori =1, 2, ..., 100):

INAce; (1) = vSub(1), “

where vSub(t) represents activation in vSub as a square
wave with amplitude equal to the value of the modulating
variable. For simplicity, the tonic firing rate of NAcc in the
absence of input was chosen to be 0 Hz, which is reasonable
considering that Fabbricatore et al. (2009) reported a tonic
rate of 0.53 Hz.

Braganza and Beck (2018) hypothesized that the
disinhibition motif that characterizes the basal ganglia plays
the computational role of gating. However, in addition
to gating DA via disinhibition, MODAL does this in a
continuous fashion such that as the value of the modulating
variable increases, the size of the population of VTA
DA neurons also increases. In other words, whereas the
disinhibition motif implements gating at the single synapse
level, at the population level it can implement a gain or
amplification of the signal. The striatal MSNs provide an
excellent candidate for implementing the amplification. The
MSNs exhibit bistable dynamics consisting of up and down
states. In the up state these neurons are responsive to inputs
and will fire spikes, while in down states they tend not to
fire in response to inputs.

In MODAL, the NAcc neurons play a critical role
in controlling the size of the population of tonically
active VTA DA neurons (i.e., because of their one-to-
one connectivity through the VP). When a NAcc neuron
transitions from its down state to its up state, the VP
neuron it projects to is silenced due to NAcc inhibition.
This releases the corresponding VTA neuron from tonic
inhibition, causing it to fire tonically and become responsive
to inputs from PPTN and LH. Therefore, although the NAcc
neurons are also responsive to inputs while in their up state,

Table 1 Connectivity parameter values between layers of MODAL

Parameter Value
WPPTN—VTA; 125
WLH—VTA; —125
WN Acci—>V P, —-10
Wy p;—VTA; —1000
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their key role in MODAL is to determine the appropriate
size of the active VTA DA neuron population.

A key property of MODAL is that the size of the
population of tonically firing DA neurons grows with
increases in the value of the modulating variable. This
requires NAcc neurons to transition from their down states
to their up states at different levels of input to the vSub. To
implement this property, each NAcc neuron in the model
has a different resting state drawn randomly from a uniform
distribution between — 93.5 and — 55 mV. Figure 2 shows
the effect of the different resting states on the nullclines
and state trajectories of three NAcc neurons (for more
detail on the application of dynamical systems theory and
phase portraits to neural modeling, interested readers may
consult Izhikevich 2007 or Ashby 2018). The top row of
Fig. 2 shows predicted intracellular voltage levels for three
NAcc neurons and the bottom row shows the corresponding
phase portraits. The neurons are all identical, except for
their resting membrane potential, which is low in column 1
(— 93.5 mV), medium in column 2 (— 75 mV), and high
in column 3 (— 55 mV). Notice that increasing the level of
vSub activation causes all the v-nullclines to shift upwards.
For the neuron with the lowest resting state (— 93.5 mV,
left), this upward shift is not sufficient to cause the neuron
to undergo a saddle-node bifurcation and therefore the
state moves from the fixed point 1 to point 2 on the

v-nullcline and it slides down the v-nullcline until it reaches
the new fixed point (3) and the down state persists due to
insufficient input from vSub (the neuron does not spike).
Alternatively, for the neuron with the intermediate resting
state (— 75 mV, center), the upward shift in the v-nullcline
is sufficient to cause the neuron to undergo a saddle-node
bifurcation, moving the state from the fixed point 1 to point
2 on the v-nullcline. Due to the ghost of the saddle-node,
the state slides slowly along the v-nullcline until point 3
when it leaves the v-nullcline and the derivative of v goes
positive causing the voltage to increase rapidly, leading to a
transition to the up state and spiking behavior. Once a spike
is registered (4), the voltage is reset (5) below the ghost
of the saddle-node leading to shorter latency spikes (6).
The neuron with the highest resting state undergoes similar
behavior to the intermediate neuron, except the latency to
the spike is substantially shorter. This is because the upward
shift of the v-nullcline results in point 2 being below the
v-nullcline, immediately leading to a positive derivative
of v and rapid transition to the up state and spiking (3).
Furthermore, following a spike, the voltage is reset below
the v-nullcline (and the ghost) (4) and therefore subsequent
spikes are rapid (5).

The key result of this network architecture is that there is
a continuum where neurons with lower resting states require
substantially more current to undergo the saddle-node

50 50 50
5~
0 0 0
3
Vv \Y; \Y;
-50 -50 —501 1 24
1 7\
1 2 3
-100 —-100 -100
~150°5500 2500 3000 3500 4000 ~150°56500 2500 3000 3500 4000 ~150°5500 2500 3000 3500 4000
time (ms) time (ms) time (ms)
500 500 500
5 v<0
0 0 1 0
u u 5 6 u
~500 ~500 3 7 -500
v 0
-1000 > —~1000 —~1000
\
-100 -80 -60 -40 -20 O -100 -80 -60 -40 -20 O -100 -80 -60 -40 -20 O
V Vv Vv

Fig. 2 Top: spiking behavior of three NAcc medium spiny neurons
with low (— 93.5 mV, left), intermediate (— 75 mV, center), and high
(— 55 mV, right) resting potentials. The vertical dashed line represents
the time when the current is injected into the neuron. Bottom: Phase
portraits with v and u nullclines and state trajectories for each of the
neurons in the top panel. The v-nullcline is represented by the gray
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dashed line (no current) and the black u-shaped curve (current on). The
u-nullcline is represented by the straight black line. When the current
is turned on the v-nullcline shifts upwards. The numbers in the bottom
plots correspond to the time points indicated by the numbers in the
plots directly above
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bifurcation, relative to neurons with higher resting states.
This has the desired effect of increasing the size of the
VTA DA population as the value of the modulating variable
increases by transitioning more NAcc neurons into their up
states.

VP

The VP layer was modeled with 100 quadratic integrate-
and-fire units. The input to VP; (i =1, 2, ..., 100) was equal
to:

Iy p,(t) = WNAcc;—V P, X ANAcc; (1) (5)

where wyac;—»vp, is the connection weight between
NAcc; and VP; and ay ac¢; (¢) is the integrated o-function
generated by spikes in NAcc;.

The tonic firing rate for VP units was set to approx-
imately 7 Hz, which is consistent with measurements
reported by Root et al. (2012). Despite NAcc inhibition, the
higher tonic firing rate of the VP units relative to the NAcc
units has the effect of ensuring that the VP units still fire
spikes at low values of the modulating variable. As the mod-
ulating variable increases, more NAcc neurons transition to
their up states, silencing more VP units. Each VP unit is
connected to one VTA unit.

VTA

The DA neurons in the VTA were modeled with 100
Izhekivich regular-spiking neurons. Call these units VTA;
@ = 1,2,..,100). All 100 units received identical input
from PPTN and LH. In addition, the VTA; unit received
input from the corresponding VP; unit.

The input to unit VTA; was:

_Jwypsvraayvp(t)
Iyra; (1) =
+wpprN—->vrAPPTN(t) +wrg—vraLH (1)

©

where wy p,_.vr4, denotes the synaptic strength between
VP; and VTA;, ayp(t) denotes the output of unit VP;
at time ¢ (i.e., the a-function), wppry_—vTA denotes the
synaptic strength between PPTN and all VTA neurons and
wrH—vTA denotes the synaptic strength between LH and
all VTA neurons.

Activation in PPTN was modeled as follows:

RPE if RPE > 0and 7000 <t < 7100

PPTN(t) = )
0 otherwise

(N

This results in a square wave with amplitude equal to RPE
(for positive RPE) lasting 100 ms (Bayer et al. 2007).

Activation in LH was:

1 if RPE < 0and 7000 <t < (7000 — 400RPE)
0 otherwise

LH(t) = {
(3

This results in a square wave of amplitude equal to 1
(for negative RPE) of varying duration (0 — 400 ms)
that elicits pauses in VTA units with the length of
the pause proportional to the magnitude of the negative
RPE.2 This formulation of activity in PPTN and LH
produces DA neuron firing that is proportional to RPE
(Bayer and Glimcher 2005) and results in symmetric
encoding of positive and negative RPE by extracellular DA
concentrations (Hart et al. 2014).

Single-Neuron Dynamics of MODAL

The dynamics of three neurons in each layer of MODAL
are illustrated in Fig. 3. The level of input to vSub increases
linearly from 0.0001 to 1 in increments of 0.0001. At
the beginning of the 10-second interval, vSub activation is
low and all of the NAcc neurons are in their down state.
However, as vSub input increases slightly, the first NAcc
unit from the left transitions to its up state and increases its
firing rate, which silences the first VP unit. This disinhibits
the first VTA unit and it begins to fire tonically, making
it possible for this unit to burst or pause in response to
input from PPTN or LH. Similarly, as vSub input increases
further, the second (center) and then the third (right) NAcc
units also transition to their up states, which first silences
the second and then the third VP units, respectively. This
causes the second and then the third VTA units to become
disinhibited and fire tonically, making them available for
bursting or pausing as well. This network structure creates
the desired effect of having a larger pool of VTA DA units
available for bursting and pausing as the level of vSub input
rises. The level of vSub activation that determines the size
of the VTA DA neuron population depends on the preferred
resting states of each of the NAcc neurons. The PPTN
activation in this simulation alternates between 0 and 1 for
1000-ms intervals. Notice that as long as the corresponding
NAcc neuron is silent, the VTA neuron is unresponsive to
inputs from PPTN. However, once the NAcc firing rate is

2However, for Figs. 3, 4, 5 (left and center), and 6, the PPTN square
wave lasted 1000 ms and the LH square wave lasted a maximum
of 1000 ms. This was done to ensure a sufficiently long interval to
extract accurate measurements of firing rate and active population size.
Figures showing dopamine output used the parameters described in the
text.
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Fig. 3 Spike dynamics in the simplified network for a 10-s interval.
As activation in vSub increases this causes more NAcc neurons to
transition into their up state, thereby inhibiting more VP neurons and
disinhibiting more VTA neurons. The result of this architecture is a
recruitable pool of VTA DA neurons that can respond to inputs from

high enough to disinhibit VTA neurons, they now alternate
between periods of tonic firing and phasic bursting (or tonic
firing and phasic pausing, not shown in Fig. 3).

Methods

The proposed model was evaluated using numerical simula-
tions on two different types of data from nonhuman animals:
single-unit recordings and fast-scan cyclic voltammetry.
The goal of the simulations was to test the neural archi-
tecture of the model, not parameter optimization. Hence,
it is important to note that although this network includes
a number of parameters, the majority of these were fixed
after modeling each level of experimental data. In partic-
ular, the parameters that were estimated when fitting the
single-unit data of Lodge and Grace (2006) then remained
fixed at those values in all future simulations. This process
ensured that the network is able to account simultaneously
for experimental data at many levels of analysis and implic-
itly implements a significant degree of inflexibility into the
model’s structure by constraining it by the lower levels of
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PPTN and LH (not shown). See text for more details on the dynam-
ics. vSub, ventral subiculum; NAcc, nucleus accumbens; VP, ventral
pallidum; VTA, ventral tegmental area; PPTN, pendunculopontine
nucleus

analysis. The key parameters that were modified will be
described in each section. For all simulations, the voltage for
each unit was estimated for each millisecond of a 10,000-ms
trial.

In the neural simulations, there was no learning and noise
was minimal; therefore, results are from a single simulation.
We ran the neural network through simulations with 100
levels of the value of the modulating variable (from 0.01 to
1 by increments of 0.01) and 201 values of RPE (from — 1
to 1 by increments of 0.01). The amount of DA released
by the network was computed for each combination of
learning rate and RPE, resulting in a total of 20,100 DA
measurements.

Results

MODAL was subjected to three neural benchmark tests.
First, we explored whether it could account for the Lodge
and Grace (2006) results showing that vSub activation
increases the number of tonically active VTA DA neurons,
whereas activation of the PPTN induces burst firing of VTA
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DA neurons. Second, we examined whether the model was
consistent with the data of Bayer and Glimcher (2005),
which showed that DA neuron firing increases linearly with
RPE between minimal and maximal values. Third, we tested
whether the model could account for the data of Hart et al.
(2014), which showed that DA release (i.e., extracellular DA
concentration) is a linear function of RPE and that positive
and negative RPEs are encoded symmetrically.

Neural Tests of MODAL
Benchmark Test 1: Distinct Pathways in PPTN and vSub

Lodge and Grace (2006) provided evidence that distinct
interacting pathways exhibit differential influences on VTA
DA neurons. In this experiment, they activated vSub, PPTN,
or both structures via NMDA infusion, and then they
counted the number of VTA DA neurons that were firing
tonically (i.e., per electrode track), and they also estimated
the average firing rate of all VTA DA neurons. Their results
are shown in the left column of Fig. 4. Note that vSub
activation increased the number of tonically active VTA DA
neurons but did not affect the population firing rate. On
the other hand, activation of the PPTN caused an increase
in the population firing rate as a result of burst firing, but
did not affect the size of the tonically active population.
Finally, simultaneous activation of vSub and PPTN caused
a significant increase in both burst firing and the size of the
tonically active population.

MODAL fits are shown in the right column of Fig. 4.
We simulated the control condition of Lodge and Grace
(2006) by setting the square-wave activations of vSub, LH,
and PPTN to 0.27, — 0.31, and 0, respectively. Activation

Fig.4 Benchmark test 1. Left
panel: Experimental data from
Lodge and Grace (2006). Right
panel: MODAL simulations of
the same experiment. Plots of
the experimental data are
reprinted and modified from
Lodge and Grace (2006). vSub,
ventral subiculum; PPTN,
pedunculopontine nucleus

s Control

10

Control

Lodge & Grace (2006)

number of tonically active neurons
recorded per electrode track

*

vSub

average firing rate (Hz)

vSub

of vSub by NMDA infusion was simulated by changing
the amplitude of the square wave activation of vSub to
1. Activation of PPTN was simulated by changing the
amplitude of the square-wave activation of PPTN to 0.05.
Note that the model accurately captures all qualitative
features of the data. It should also be noted that the
connection weights between PPTN and the VTA units were
set so that excitatory input from PPTN to a tonically firing
VTA neuron was sufficient to result in burst firing according
to the criteria used by Lodge and Grace (2006) [i.e., an
interspike interval (ISI) of < 80 ms and bursting that persists
until the IST exceeds 160 ms; (Grace and Bunney 1983)].
Figure 5 shows heat-maps that depict the number of
active neurons and population firing rate as a function of
vSub activation and RPE (Fig. 5 left and center, respec-
tively). These plots show that the overall qualitative behav-
ior reported by Lodge and Grace (2006) is implemented
in MODAL across a wide range of input values for vSub
activation and RPE. The population size of tonically firing
DA neurons increases with vSub activation, but is relatively
independent of RPE, and therefore of PPTN/LH activa-
tion while population firing rate changes with PPTN/LH
activation but is relatively independent of vSub activation.
Furthermore, Fig. 5 (right) shows the predicted extracel-
lular DA concentration for the Lodge and Grace (2006)
experiment, with minimal DA release when both vSub and
PPTN activation are low, limited DA release when only one
of vSub or PPTN has high activation, and maximal DA
release for concurrent high activity in vSub and PPTN. We
assumed extracellular DA concentrations would be propor-
tional to the total postsynaptic effects of all DA units in the
model and so we estimated extracellular DA concentrations
as the integral of each VTA neuron’s a-function for a 1-s
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period following reward and summed over all neurons in the
population.

Benchmark Test 2: Single-Unit Recordings from DA Neurons

Bayer and Glimcher (2005) recorded from single midbrain
DA neurons (VTA and SNpc) while monkeys performed
a task that required them to learn to make appropriately
timed eye movements. Correct responses were rewarded
with a small amount of juice. Bayer and Glimcher (2005)
found that the response of the midbrain DA neurons was
proportional to an estimate of the RPE (the difference
between obtained reward value and a weighted average of
previous reward values). Their results from a population of
midbrain DA neurons are shown in the left panel of Fig. 6.
Note that the increase in firing rate is linear after RPE
exceeds a minimum value (i.e., of around — 0.1).

Simulations of the model under similar conditions are
shown in the right panel of Fig. 6. Note that the model
accurately captures the qualitative properties of the data. In
these simulations we set the tonic firing rate of VTA neurons
to approximately 5 Hz (to match data reported by Bayer
et al. 2007). For simplicity, the LH — VTA and PPTN —
VTA connection weights were set to be equal, which was
sufficient to cause VTA neurons to pause in response to
negative RPEs. The right panel of Fig. 6 shows the average
firing rate of the VTA population.

Benchmark Test 3: Extracellular DA Levels in NAcc

The DA neuron firing-rate data shown in Fig. 6 suggest
a more limited dynamic range for encoding negative as
opposed to positive RPEs. In particular, the amount of
increase in firing rate observed for positive RPEs was
considerably greater than the amount of decrease seen for
negative RPEs. Bayer and Glimcher (2005) speculated that
negative RPEs might also be encoded by pause duration,
and Bayer et al. (2007) later reported evidence supporting
this hypothesis. Of course, synaptic effects of DA are more
closely related to extracellular DA levels than to DA neuron
spiking. For this reason, Hart et al. (2014) used fast-scan

Tonically Active Neurons

VSub Input
VSub Input

-1 0 1 0
Reward Prediction Error

Average Firing Rate (Hz)

Reward Prediction Error

cyclic voltammetry to examine how extracellular DA levels
in the rat NAcc varied as a function of RPE. Their results
are summarized in the left panel of Fig. 7. Note that the
phasic bursting and pausing of midbrain DA neurons results
in symmetric encoding of positive and negative RPEs in
extracellular DA concentrations.

Our third benchmark test was to ask whether a model
constrained by benchmark tests 1 and 2 could also account
for the symmetric encoding of positive and negative RPEs
shown in Fig. 7. Therefore, we simulated performance of
the model in the Hart et al. (2014) experiment by choosing
the maximum duration of LH activation to be 400 ms (see
Eq. 8). All other parameter estimates from benchmark tests
1 and 2 were fixed. As in benchmark 1, we assumed that
extracellular DA concentrations would be proportional to
the total postsynaptic effects of all VTA units in the model
and so we estimated extracellular DA concentrations as
the integral of each VTA neuron’s «-function for a 1-s
period following reward and summed over all neurons in the
population.

The results are shown in the right panel of Fig. 7 for
a variety of different levels of vSub activation. Note that
MODAL accounts for the symmetric encoding of positive
and negative RPEs seen in the Hart et al. (2014) data,
and it does this for all levels of vSub activation. But note
that the model also makes an important novel, and to our
knowledge, untested prediction — decreasing the level of
vSub activation (via decreases in the value of the modulating
variable) should decrease the slope of the regression line
that best fits the observed extracellular DA concentrations.

The Hart et al. (2014) results shown in the left panel of
Fig. 7 were averaged across results from three conditioning
tasks — two that used probabilistic feedback and one
that used deterministic feedback. Note that for many
of the proposed modulating variables, probabilistic and
deterministic feedback would likely lead to predictable
differences. Therefore, our model predicts that the linear
relationship evident in Fig. 7 is likely a result of averaging
across three distinct linear curves.

Although not evident in Fig. 7, note that MODAL also
predicts that decreases in vSub activation should result

Normalized Dopamine (a.u.)
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Fig.5 Heatmaps showing the number of tonically active DA neurons (left), average population firing rate (center), and normalized DA release as

a function of vSub input and RPE (right)
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in a downward shift in baseline or tonic concentrations
of extracellular DA. This is because a reduction in vSub
activation reduces the number of VTA units that are
tonically firing, which reduces the number of VTA units
contributing to the baseline concentration of extracellular
DA.

Discussion

This article proposed a neurobiologically detailed spiking
neural network model that varies the size of the population
of tonically firing DA neurons in response to environmental
changes. The model makes specific quantitative predictions
about how changes in the size of this population alter
baseline DA levels and the gain on the DA response to any
given RPE. This new model successfully accounts for two
single-cell recording data sets and results from a fast-scan
cyclic voltammetry study.

A strong theory should make novel predictions. We
highlighted two novel predictions of the model proposed
here. First, any experimental change that reduces the value

Fig.7 Benchmark Test 3. Left

Reward Prediction Error

of the modulating variable should reduce the magnitude of
change in NAcc extracellular DA concentrations for any
given change in RPE. This prediction is illustrated in Fig. 7.
Second, the model predicts that decreasing the value of
the modulating variable should decrease tonic extracellular
DA levels due to the decreased size of the active VTA
DA neuron population. To our knowledge neither of these
predictions of MODAL has been tested. It should be noted
however that recent evidence suggests that testing this
latter prediction may be complicated by effects of local
mechanisms on extracellular DA concentrations (Berke
2018).

Behavioral Applications

The MODAL network illustrated in Fig. 1 includes no
motor units, nor any units associated with motor planning
or decision making. As a result, in its current form,
MODAL produces no behavior and therefore, without
some significant augmentation, it cannot be tested against
behavioral data. Even so, MODAL makes strong predictions
about how DA levels will vary trial-by-trial in any brain

panel: Experimental Experl ment MODAL
measurements of extracellular 5 5
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et al. (2014)). Right panel:
MODAL simulations of the
(Hart et al. 2014) experiment for
a variety of different levels of
the modulating variable
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region that is a target of VTA DA neurons. This includes
regions such as prefrontal cortex, hippocampus, amygdala,
ventral striatum and the most anterior portions of the dorsal
striatum (e.g., head of the caudate nucleus). Therefore,
MODAL could be combined with any model that accounts
for behavior with a neural network that includes these
regions and assigns a functional role to DA. The result
should be a more powerful model of the behavior that
can dynamically adjust tonic and phasic DA release in
response to environmental changes in some modulating
variable such as volatility, environmental uncertainty, or
feedback contingency. Many such models have been
proposed—far too many to review here. Furthermore,
because DA projections are diffuse, rather than synapse
specific, MODAL should be able to interface with a wide
variety of computational models—not just those that include
a high level of biological detail.

This section briefly discusses three qualitatively different
types of behavioral applications of MODAL.: (1) to models
of value learning that could benefit from a more accurate
model of reward-driven phasic DA firing; (2) to models of
executive function that posit a modulatory role for cortical
DA; and (3) to models of procedural learning in which
synaptic plasticity depends on DA neuron activity in the
substantia nigra pars compacta (SNpc).

The primary motivation for the creation of MODAL is to
provide a neurocomputational mechanism for how changes
in the environment can modulate the learning rate (i.e., A,
in Eq. 1). Takahashi et al. (2008) proposed a model in which
the ventral striatum encodes state values similar to those
generated by Eq. 1. MODAL could be conjoined with this
model since the ventral striatum is a primary target of VTA
DA neurons. Furthermore, it has also been reported that the
ventral striatum plays a key role in probabilistic reversal
learning (Cools et al. 2002). Behrens et al. (2007) proposed
a Bayesian model of reversal learning in which the learning
rate changes with the volatility of the environment. Their
model is purely computational and makes no attempt to
describe any of the underlying neural circuitry. Therefore,
MODAL could be integrated with the Behrens et al. (2007)
model to produce a more biologically detailed model of
reversal learning.

Within the striatum, DA is quickly cleared from synapses
by DA active transporter (DAT) and, as a result, the temporal
resolution of DA in the striatum is high enough so that
DA levels roughly track phasic DA neuron firing. Unlike
the striatum however, DAT concentrations in frontal cortex
are low (e.g., Seamans and Robbins 2010). As a result,
cortical DA levels change slowly—too slowly to track
phasic DA activity. Even so, MODAL could be used in
conjunction with almost any model of executive function
that assigns a functional role to cortical DA levels. For
example, Ashby et al. (2002) proposed a connectionist
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network model of creative problem solving that mapped
loosely onto the anterior cingulate, prefrontal cortex, and
head of the caudate nucleus. Although the model included
little neuroanatomical detail, it made specific quantitative
predictions about the effects of changing DA levels on
cognitive flexibility and creative problem solving. No model
of DA release was included, so MODAL could be used to
fill this role.

Although MODAL could be used to predict changes
in DA levels in any VTA DA target region and in
virtually any task, it is important to note that how these
changes affect behavior might be task and brain-region
dependent. For example, in some tasks that depend on
executive function, performance is an inverted U-shaped
function of DA level. This includes creative problem solving
and cognitive flexibility (Ashby et al. 1999; Cools and
D’Esposito 2011; Cools and Robbins 2004; Cools 2006).
Cools (2006) suggested that optimal levels of prefrontal DA
facilitate the maintenance of stable representations, whereas
optimal levels of striatal DA underlay cognitive flexibility.
Therefore, changing global levels of DA can have different
implications for task performance depending on local
dynamics. Accordingly, although MODAL modulates DA
input to these regions, the implications of changing global
DA levels for behavior and performance will require region-
specific models that consider local baseline DA levels,
re-uptake mechanisms, receptor dynamics, and interactions
between regions.

A more challenging goal is to extend MODAL to the
DA neurons in the substantia nigra pars compacta (SNpc).
The vSub — NAcc — VP pathway shown in Fig. 1
projects to VTA but not to SNpc, so accounting for
changes in SNpc DA firing when environmental uncertainty
or feedback contingency changes requires a different
neuroanatomical model. This problem is complicated by
recent evidence suggesting that despite many similarities,
VTA and SNpc DA have dissociable roles (Keiflin et al.
2019). Furthermore, VTA and SNpc DA neurons project to
different (but overlapping) targets. In particular, the dorsal
striatum receives its DA projection almost exclusively
from the SNpc (e.g., Smith and Kieval 2000). This is
important because there is overwhelming evidence that
procedural learning is mediated within the basal ganglia,
and especially at cortical-striatal synapses in the dorsal
striatum (e.g., Ashby and Ennis 2006; Houk et al. 1995;
Mishkin et al. 1984; Willingham 1998). Therefore, to
interface MODAL with models of the dorsal striatum
and/or models of procedural learning, the model must be
generalized to include the SNpc. One possibility is to model
the spiraling architecture of the basal ganglia that enables
activity in the ventral striatum (i.e., the NAcc) to influence
the central striatum, which then influences the dorsolateral
striatum (Takahashi et al. 2008; Haber et al. 2000; Belin
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and Everitt 2008). In fact, an existing actor-critic model of
the basal ganglia already relies on this spiraling architecture
(Takahashi et al. 2008).

Relation to RPE Models

The model proposed here describes how changes in some
modulating variable affect the DA response to RPE. But
note that the model makes no assumptions about the neural
networks that compute RPE. Many models of these circuits
have been proposed (Brown et al. 1999; Cohen et al. 2012;
Contreras-Vidal and Schultz 1999; Eshel et al. 2015; Hazy
and Frank 2010; Houk et al. 1995; Joel et al. 2002;
Humphries and Prescott 2010; Kawato and Samejima 2007;
Morita et al. 2012, 2013; O’Reilly et al. 2007; Salum
et al. 1999; Schultz et al. 1997; Schultz 1998; Stuber
et al. 2008; Sutton and Barto 1998; Tan and Bullock 2008;
Vitay and Hamker 2014). MODAL does not generate
behavior; therefore, rather than compute RPE using one of
these proposed circuits, we chose to project hypothetical
values of RPE (ranging from — 1 to + 1) to the VTA
units via the PPTN or LH. This network architecture is
consistent with accounts that midbrain DA neurons receive
the signals necessary for computing RPE from upstream
regions via the PPTN (Hong and Hikosaka 2014; Kobayashi
and Okada 2007; Okada and Kobayashi 2013), LH (Tian
and Uchida 2015; Hong et al. 2011; Matsumoto and
Hikosaka 2007, 2009), and RMTN (Jhou et al. 2009).

We chose not to model the neural networks that compute
RPE in an effort to provide a stronger test of the hypothesis
that effects of the modulating variable on the DA response
to RPE are mediated by a circuit that includes vSub, NAcc,
and VP. Adding neural structures to compute RPE would
increase the complexity of the model, thereby making
it more difficult to attribute a success or failure of the
overall network to one specific subnetwork. Even so, one
advantage of the modeling approach followed here is the
potential to develop “plug-and-play” models of different
neural networks (Ashby 2018; Cantwell et al. 2017).
Because MODAL is consistent with known neuroanatomy
and neurophysiology, it should be possible to wire it into
an existing similarly constrained model of the networks that
compute RPE or networks that compute the modulating
variable. This exercise is beyond the scope of the current
application.

Relation to Existing Neural Models of Learning Rates

Several alternative neural accounts of how learning rates
are modulated have been proposed. None of these include
DA neurons however, and thus, to our knowledge, none
can account for any of the neural data we considered in
our benchmark tests. This section briefly discusses the

more prominent of these alternative accounts, with a special
emphasis on their relation to MODAL.

Bernacchia et al. (2011) reported single-unit recording
results from monkeys that showed evidence that different
neurons in ACC, PFC, and lateral intraparietal cortex are
differentially sensitive to the time since the last reward.
Based on these results, they proposed a neural network
model in which a reservoir of such neurons could be used to
dynamically alter learning rates, depending on how quickly
environmental reward probabilities are changing.

Similarly, Farashahi et al. (2017) proposed that the ACC
adjusts learning rates in response to environmental changes
in reward probabilities via synaptic metaplasticity, which is
a synaptic change that alters the plasticity of the synapse
to future events, without altering the efficacy of current
synaptic transmission. Specifically, they proposed that the
ACC may be endowed with metaplastic synapses that can
switch between strong and weak meta states, effectively
changing the learning rate.

It is important to note, however, that neither of these
proposals made any attempt to describe how the learning
rate selected from the reservoir or computed in the ACC
via metaplasticity, modulates neural plasticity in other
brain networks. Thus, rather than competing with MODAL,
these models could be viewed as candidate models for
the network (or part of the network) that computes the
modulating variable that serves as input to vSub in
MODAL.

In contrast, a model that more directly competes with
MODAL was proposed by Franklin and Frank (2015).
According to this account, the pause duration of tonically
active cholinergic neurons (TANs) in the striatum signals
uncertainty and modulates learning by controlling the
activity of the MSN population through a feedback loop. In
this model, the TAN pauses are driven by input from the
striatal MSNs. High entropy in the MSN population leads
to long TAN pauses, which result in fast initial learning,
whereas low entropy in the MSN population leads to short
pauses, which result in slow initial learning. The result is a
neural network that implements a dynamic learning rate that
enables rapid learning after a reversal.

This is an interesting hypothesis that deserves further
testing. Even so, it faces several significant challenges.
First, Franklin and Frank (2015) acknowledged that
they are unaware of any empirical support for the
claim that TAN pause durations are modulated by MSN
activity. Second, their model omits the strongest excitatory
glutamatergic inputs to the TANs, which come from
the caudal intralaminar nuclei of the thalamus (Cornwall
and Phillipson 1988; Sadikot et al. 1992). Furthermore,
simultaneous single-unit recordings from these thalamic
neurons and from TANs show that thalamic activity is
required for the TANs to pause (Matsumoto et al. 2001).
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Third, there is evidence (acknowledged by Franklin and
Frank 2015) that DA also modulates the duration of TAN
pauses (Deng et al. 2007; Doig et al. 2014; Ding et al. 2010).

An alternative account of TAN activity was proposed
by Ashby and Crossley (2011), who hypothesized that the
main functional role of the TANs is to serve as a gate
between cortex and the striatum. The TANSs tonically inhibit
cortical inputs to the striatum, so the default state of the
gate is closed. However, environmental cues that signal
reward cause the TANs to pause (via excitatory input from
thalamus), which opens the gate and allows cortical-striatal
plasticity. Furthermore, Crossley et al. (2013) proposed a
model that included this role for the TANs, which protects
cortical-striatal synapses when state-feedback contingency
is low (e.g., as when the feedback is random), by eliminating
the TAN pause to cues that formerly predicted reward
(and thereby closing the gate). In this model, decreases
in DA are necessary for the TANs to unlearn the pause
response. Crossley et al. (2013) made no attempt to describe
a neural circuit via which state-feedback contingency could
modulate the amount of DA released, so MODAL could be
combined with the Crossley et al. (2013) model to provide
a more complete description of these contingency-related
phenomena.

In summary, there are few true competitors to MODAL,
but many models that could be combined with MODAL
to produce a more powerful model than any that currently
exists. Models in this latter class are of two types. One
type, which includes the models of Bernacchia et al. (2011)
and Farashahi et al. (2017), could be used to compute the
value of the modulating variable that is the input to vSub
in MODAL (see Fig. 1). Another type, which includes the
Crossley et al. (2013) model, could use MODAL to compute
the amount of DA released to feedback during each trial of
some learning task. When combined in this way, MODAL
would act as the critic, and the other model as the actor in
an actor-critic architecture.

Neural Basis of Modulating Variables

MODAL proposes a neural account of how some modulat-
ing variable could affect the DA response to RPE and there-
fore learning rates in the brain. Many such variables have
been proposed. MODAL does not require that the computa-
tion of all these putative variables are mediated by the same
neural network, but it does require that the variable, what-
ever it is, is mediated by a network that sends a prominent
projection to the vSub. Fortunately, almost all hypothesized
modulating variables seem to meet this requirement (for a
review of the numerous brain regions involved in coding
uncertainty, see Soltani and Izquierdo 2019).
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The vSub receives dense projections from the hippocam-
pal CA1 subfield and from entorhinal cortex (Kerr et al.
2007), and these regions receive input from many areas of
frontal cortex, including large portions of PFC, orbitofrontal
cortex, and ACC (e.g., Gloor 1997). For example, entorhinal
cortex receives almost all of its cortical inputs from poly-
modal association areas, including cingulate, orbitofrontal
and parahippocampal cortices (Insausti et al. 1987; Jones
and Witter 2007).

Almost all modulating variables are thought to depend on
one or more of these regions. For example, the ACC seems
to play a significant role in encoding volatility (Behrens
et al. 2007), uncertainty (Rushworth and Behrens 2008),
and valence-specific uncertainty (Monosov 2017). Activity
in orbitofrontal cortex has been shown to correlate with
uncertainty (Jo and Jung 2016; Neill and Schultz 2010)
and additional evidence suggests that it may play a role in
unexpected uncertainty and volatility (Riceberg and Shapiro
2012).

The encoding of unexpected uncertainty has been found
in the posterior cingulate cortex, a portion of the postcentral
gyrus and posterior insular cortex, the left middle temporal
gyrus, the left hippocampus, and the locus coeruleus
(Payzan-LeNestour et al. 2013). The encoding of estimation
uncertainty has been found in the ACC extending to the
posterior dorsomedial PFC, bilateral dorsolateral PFC, and
a portion of the inferior parietal lobule (Payzan-LeNestour
et al. 2013). The encoding of risk was found in the inferior
frontal gyrus (Payzan-LeNestour et al. 2013; Huettel et al.
2005) and a portion of the lingual gyrus (Payzan-LeNestour
et al. 2013), the adjacent anterior insula (Huettel et al. 2005;
Preuschoff et al. 2008) and the ACC (Christopoulos et al.
2009). Preuschoff et al. (2008) found that activation in the
insula encodes risk and risk prediction errors and Jo and
Jung (2016) found that the anterior insula encodes signals
related to reward uncertainty. Activity in the hippocampus
has been found to correlate with uncertainty (Harrison
et al. 2006; Vanni-Mercier et al. 2009; Strange et al.
2005). Furthermore, Payzan-LeNestour et al. (2013) noted
the similarity between unexpected uncertainty and novelty
detection and therefore the role played by the hippocampus
in novelty detection may be relevant (Rutishauser et al.
2006). This proposal is particularly interesting when
considering how the role of the hippocampus in mismatch
detection may relate to the detection of changes in the
environment (Kumaran and Maguire 2006). Dayan and Yu
(2003) proposed that the effects of expected and unexpected
uncertainty are mediated in cortex by acetylcholine and
norepinephrine, respectively (Yu and Dayan 2005). This
is relevant because Lipski and Grace (2013) showed that
norepinephrine and locus coereleus activation can modulate
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the activity of neurons in vSub and Bortz and Grace (2018)
showed that the modulation of VTA DA population size
depends on cholinergic mechanisms in vSub. Additionally,
lesions to the ventral striatum in monkeys have been
shown to reduce learning rates in stochastic tasks, which is
consistent with the role of NAcc in our model (Taswell et al.
2018). Finally, the medial septum has been shown to play
a role in reversal learning in rats by controlling the size of
active midbrain DA neurons and this effect was mediated
via projections from medial septum to vSub (Bortz et al.
2019).

The architecture of MODAL implies that tonic DA
encodes the learning rate. Therefore, our model is consistent
with the proposal by Friston et al. (2012) suggesting
that tonic DA encodes precision, that is, the learning
rate in Bayesian models of learning under uncertainty
(Mathys et al. 2011). Furthermore, using precision as a
modulating variable in MODAL would enable our network
to implement precision-weighted prediction errors.

Niv et al. (2007) proposed that tonic DA levels encode the
average rate of reward in free-operant tasks. In the data used
to test this model, pigeons and rats were trained in steady-
state environments in which reward contingencies did not
vary. Thus, the main modulating variables considered in
this article, including uncertainty, volatility, and feedback
contingency, are likely to have remained constant as well.
As a result, more research is needed to distinguish between
the average-reward-rate hypothesis and MODAL. Another
possibility, however, is that average reward rate could be
treated as a modulating variable that serves as input to
MODAL.

The Benefit of Multiple Levels of Analysis and Future
Research

We proposed an implementational-level model of how
any of a variety of different modulating variables could
control the gain on the DA response to RPE, and
therefore implement dynamic learning rates. Although
computational and algorithmic levels of analysis have
been successful in accounting for behavioral phenomena,
moving to the implementational level allows us to further
constrain the models by the underlying neuroanatomy
and neurophysiology, and brings to light questions that
may not have been proposed at higher levels of analysis.
Some questions that arise due to the implementational-
level modeling are as follows: (1) What are the various
computations encoded in cortical circuits that may act
as inputs to MODAL? (2) In neural models of RPE,
tonic DA levels often represent zero RPE; however,
what happens when the tonic DA levels change? Note

that MODAL predicts that increases in the value of the
modulating variable should increase tonic concentrations
of extracellular DA, even though it will not increase
tonic firing rates in active DA neurons (however, note
that local control mechanisms may also need to be
considered; Berke 2018). To our knowledge, this prediction
is untested and therefore should be investigated in detail.
(3) What is the cellular or molecular mechanism that
causes silent DA neurons to begin firing tonically? We
modeled this transition by assuming there is variability
in the resting state potential across the population of
NAcc neurons. Topologically, this assumption caused some
neurons to be further from a saddle-node bifurcation, and
therefore to require more input current for the fixed points
to undergo a saddle-node bifurcation. However, because
the Izhikevich MSNs are phenomenological models of
neural spiking, there are other possible mechanisms that
could lead to similar dynamical behavior. Future research
should test our proposed mechanism and investigate other
possibilities.

Modeling at the implementational level has significant
implications for disease states. Knowledge of the neuro-
physiology of disease can lead to hypotheses for models
at the computational and algorithmic levels. For example,
empirical evidence indicates that in schizophrenia, the DA
system is in overdrive due to aberrant regulation of midbrain
DA neurons by the vSub (Grace 2010). If the predictions of
MODAL are considered, this kind of knowledge has impli-
cations for performance in a variety of behavioral tasks in
people with schizophrenia.

Future research should extend our model upwards
by investigating how MODAL could be integrated with
the various circuits that have been proposed to monitor
contextual and statistical aspects of the environment (e.g.,
as in Bernacchia et al. 2011; Farashahi et al. 2017).
Greater specification of these circuits will enable us to take
full advantage of the computational cognitive neuroscience
approach by combining the circuits in a plug-and-play
fashion. Finally, the model presented here was derived
from neurobiological principles and meant to account for
neurophysiological data and to serve as a foundation for
the successful application of the model to behavioral data.
Accordingly, future work should explore the application
of the model to a variety of behavioral paradigms in
which performance relies on DA levels, such as working
memory, creative problem solving, reversal learning,
task-set switching, category learning, and instrumental
conditioning.
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