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Agency is the sense that one has control over one’s own actions and the consequences of those
actions. Despite the critical role that agency plays in the human condition, little is known about
its neural basis. A novel theory proposes that increases in agency disinhibit the dopamine
system and thereby increase the number of tonically active dopamine neurons in the ventral
tegmental area. The theory, called ADDS (Agency Disinhibits the Dopamine System), pro-
poses a specific neural network that mediates these effects. ADDS accurately predicts a variety
of relevant neuroscience results, and makes many novel predictions, including that increases
in agency will 1) increase motivation, 2) improve executive function, 3) facilitate procedural
learning, but only in the presence of immediate trial-by-trial feedback, 4) have little or no
effect on learning-related effects of stimulus repetition or on standard eyeblink conditioning, 5)
facilitate the development of automatic behaviors, but have little or no effect on the production
of behaviors that are already automatized, 6) amplify the cognitive benefits of positive mood,
and 7) reduce pain. The implications of this new theory are considered for several purely
psychological theories that assign prominent roles to agency, including self-efficacy theory,
hope theory, and goal-focused positive psychotherapy.
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Public Significance Statement. Agency is the sense that one
has control over one’s own actions and the consequences of those
actions. A strong sense of agency is critical for optimal performance
and mental health. Despite the important role that agency plays in
the human condition, little is known about how the brain responds to
changes in agency. We propose a novel theory, which predicts that
increases in agency increase baseline levels of dopamine through-
out the brain and amplify the brain’s dopamine response to salient
environmental events. The theory describes possible pathways for
improving human performance and mental health.

1. Introduction

Agency is the sense that one has control over one’s own
actions and the consequences that result from those actions
(Moore, 2016). An enormous literature suggests that agency
plays a critical role in a wide variety of human behaviors
(e.g., Bandura, 2006; Mele, 2003; Russell, 2013) and in
the efficacy of the psychotherapeutic process (e.g., Bandura,
1977). Despite its importance, there are no theories of how
agency influences behavior at the neural level. A number of
articles have identified brain regions that become more ac-
tive when agency is increased (e.g., Crivelli & Balconi, 2017;
Haggard, 2017; Sperduti et al., 2011), but none of these at-
tempted to provide a theoretical account of the neural effects
of agency.

This article proposes a novel neuropsychological theory of
how agency affects cognition and how it interacts with pos-
itive mood. Specifically, the theory predicts that increases
in agency disinhibit the dopamine (DA) system and thereby
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increase the number of tonically active1 DA neurons in the
ventral tegmental area (VTA). This increase raises tonic lev-
els of DA in frontal cortical regions that support creative
problem solving, working memory, and more generally, ex-
ecutive function, and also amplifies the DA response to feed-
back with either positive or negative valence (i.e., positive or
negative feedback). The theory, which we refer to as ADDS
(Agency Disinhibits the Dopamine System), proposes a spe-
cific neural circuit that mediates these effects (described in
Figure 1 below) and makes many novel predictions at both
the neural and behavioral levels.

One challenge to developing a neuropsychological theory
of agency is that the existing literature on the neural basis of
agency is arguably too sparse to support the development of a
rigorous theory. This is largely because there is no consensus
on behavioral signatures that co-occur with changes in the
level of agency. For this reason, there are almost no studies
with the stated goal of studying the neural basis of agency
in nonhuman animals. Even so, we believe a large neuro-
science literature has studied the neural effects of manipu-
lating an independent variable that strongly affects agency –
namely feedback contingency. Feedback is information re-
ceived from the environment that follows a behavior (e.g.,
a reward or punishment). When feedback is noncontingent
on behavior, then there is no behavior that can change the
feedback, and therefore, agency should be low. When feed-
back is contingent on behavior, then the agent controls the
outcome via their behavior, and therefore agency should be
high. For this reason, we propose that manipulations of feed-
back contingency also manipulate agency, even if this latter
manipulation is unintentional. As a result, our approach sup-
plements the existing literature on the neural basis of agency
with behavioral and neural studies of feedback contingency.
Understanding the neural changes that occur when feedback
contingencies are altered can provide invaluable clues about
the neural changes that occur when agency is increased or
decreased.

The article is organized as follows. The next (i.e., second)
section establishes the relationship between agency and feed-
back contingency. This section provides much of the initial,
empirical justification for hypothesizing that agency affects
the DA system. The third section describes our novel the-
ory, the fourth section describes neuroscience tests, the fifth
describes the theory’s predicted effects on motivation, and
the sixth describes behavioral predictions, with a specific fo-
cus on executive function, skill learning, perceptual priming,
eyeblink conditioning, and the effects of agency on automatic
behaviors. The seventh section describes predictions of the
theory for positive mood, the eighth section describes pre-
dictions for how changes in agency should affect pain, and
the last section closes with a general discussion and some
conclusions.

2. Agency and Feedback Contingency

According to one prominent theory, a sense of agency re-
quires that outcomes are consistent with expectations (Weg-
ner & Wheatley, 1999). When a cue ball that we have hit
strikes an object ball in billiards, we have a strong expec-
tation that the object ball will move as soon as it is struck
and of the direction in which the object ball will travel.
Any deviation from these expectations reduces our sense of
agency. The actual time and direction that the object ball
moves are feedback that the environment provides about our
action of striking the cue ball. Environmental feedback that
matches our expectations tends to increase agency, whereas
mismatching feedback tends to lower agency.

When feedback is noncontingent on behavior, then pre-
diction errors – that is, the difference between actual and ex-
pected outcomes – will tend to be extreme, no matter what
the behavior, and consequently, we expect agency to be low.
In contrast, feedback that is contingent on behavior allows
the agent the opportunity to change the consequences of the
behavior (i.e., the feedback) by changing the behavior. This
allows agency to be high. Formally, we define feedback con-
tingency as the correlation between actual and expected out-
comes.2 With noncontingent feedback, the correlation is zero
because actual and expected feedback will match only by
chance, whereas with feedback that is contingent on behav-
ior, the correlation is high. A central thesis of this article is
that changes in an agent’s estimate of feedback contingency
will change the agent’s sense of agency.

Note that a prediction error is a property of a single event,
whereas estimating contingency requires estimating the cor-
relation over time between actual and expected outcomes,
which like any correlation, requires many trials of data. The
fact that contingency requires some number of events to esti-
mate is one reason why it is critical to distinguish between
agency and feedback contingency. Consider a scenario is
which contingency and agency are both high, so that the
agent feels in control of their environment. Now suppose
that, unbeknownst to the agent, the environment suddenly
changes and outcomes become noncontingent on the agent’s
behavior. Even with optimal statistical methods, some num-
ber of events will be needed to detect this change, and during
this readjustment period, the sense of agency will be high,
even though feedback contingency is low. Thus, agency is
purely a psychological property of the actor, whereas feed-
back contingency depends on statistical properties of the en-
vironment.

Although very few neuroscience studies have manipulated
agency directly, many have studied the neural networks that

1A neuron is tonically active if its baseline firing rate is above
zero.

2The correlation could be either between the time when feed-
back is delivered and when it is expected, or between the valence of
the obtained feedback and its expected valence.
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respond to changes in feedback contingency. Thus, this arti-
cle focuses on what feedback contingency can tell us about
agency because this link allows us to mine the neuroscience
literature for studies that might inform a neural theory of
agency. But it is important to note that sense of agency de-
pends on more than just feedback contingency. For example,
Bandura (1977) suggested that our sense of agency might
also be influenced by our observation of the behavior of oth-
ers (i.e., by vicarious experience), by verbal persuasion, and
by our physiological state (e.g., fear can reduce agency). So
agency is a multifactorial construct. This article proposes
a theory that describes the neural consequences of changes
in agency – no matter what variables induce that change.
The theory is largely based on neuroscience studies of feed-
back contingency because 1) there are many such studies; 2)
all psychological theories of agency predict that changes in
feedback contingency should affect agency; and 3) there are
virtually no neuroscience studies that manipulated agency di-
rectly.

Many neuroscience studies that examined feedback con-
tingency used tasks in which the feedback is reward related.
These studies are so common that in the remainder of this
article, when we speak of contingency or feedback con-
tingency, we will almost always mean reward-related feed-
back contingency. It makes sense to focus on reward-related
feedback because rewards are highly salient and predictions
about future rewards are thought to occur automatically in
human and nonhuman animals. In these studies, a prediction
error is a reward prediction error or RPE, which is defined
as the value of the obtained reward, which can be denoted
as R, minus the value of the predicted reward, denoted as P;
so RPE = R – P. Positive RPEs signal that the outcome was
better than expected, whereas negative RPEs signal that the
outcome was worse than expected.

Even a cursory glance at the large neuroscience literature
on reward-related feedback contingency leads immediately
to the well-known hypothesis that RPE is a major driver of
DA neuron firing (Schultz, 1998; Schultz et al., 1997). When
the obtained reward is better than predicted, RPE is positive
and DA neuron firing increases above baseline. In contrast,
when the obtained reward is worse than predicted, RPE is
negative and DA neuron firing decreases below baseline.

A central thesis of this article is that studies that manipu-
lated reward-related feedback contingency also manipulated
agency. Several lines of evidence provide initial, immediate
support for this prediction. First, humans are highly sensi-
tive to variables that affect their own agency (e.g., Metcalfe
& Greene, 2007), so they should also be highly sensitive to
changes in reward-related feedback contingency. Many stud-
ies support this prediction, in both humans and nonhuman
animals (Alloy & Abramson, 1979; Chatlosh et al., 1985;
Rescorla, 1968). For example, in instrumental conditioning
tasks, extinction can be induced simply by suddenly making

the time of reward noncontingent on the behavior (Balleine
& Dickinson, 1998; Boakes, 1973; Nakajima et al., 2002;
Woods & Bouton, 2007). A second prediction is that be-
cause there is overwhelming evidence that the DA system is
sensitive to changes in RPE, the DA system should also be
implicated in more traditional studies of agency. In fact, sev-
eral studies have linked agency to brain DA levels (e.g., Aarts
et al., 2012; Hassall et al., 2019; Render & Jansen, 2019).

2.1 Feedback contingency and associative learning

The main thesis of this article is that changes in agency
that depend on reward predictions affect brain DA levels.
How could one test this hypothesis? There are a variety of
invasive techniques for measuring brain DA levels. In the
case of humans however, indirect tests are required. DA is
known to play a key role in the synaptic plasticity that medi-
ates certain forms of associative learning (e.g., Steinberg et
al., 2013), so one testable prediction is that if agency affects
DA levels then it should also affect those forms of associative
learning.

DA plays an especially important role in instrumental or
operant conditioning and what is known in cognitive psy-
chology as procedural (or skill) learning. An enormous lit-
erature implicates the striatum in these forms of associative
learning (e.g., Miyachi et al., 2002; O’Doherty et al., 2004;
Yin et al., 2005). More specifically, this type of learning is
thought to be mediated by long-term, structural changes in
the synapses between cortical and striatal neurons that in-
crease the efficacy of synaptic transmission. Collectively,
such changes are referred to as synaptic plasticity.

Cortical-striatal synapses are glutamatergic, as are the
synapses that subserve almost all excitatory networks in the
brain. When glutamate is released presynaptically, it diffuses
across the synapse, and then binds to a number of different
types of postsynaptic receptors. The most important of these
for synaptic plasticity is arguably the N-methyl-D-aspartate
(NMDA) receptor. NMDA-receptor activation initiates a
number of chemical cascades that can affect synaptic plas-
ticity. One of the most important and best understood is the
pathway that phosphorylates calcium/calmodulin-dependent
protein kinase II (CaMKII). When calcium enters the cell
through the activated NMDA receptor, it binds to calmod-
ulin and the calcium/calmodulin complex phosphorylates
CaMKII. When fully phosphorylated, CaMKII initiates a va-
riety of processes that eventually increase the efficacy of the
synapse (e.g., Lisman et al., 2002). During the time when
CaMKII is partially phosphorylated, it serves as a memory
trace, which signals that the synapse was recently active.
This trace only lasts a few seconds, and DA plays an impor-
tant role in these processes because if it enters the synapse
while the trace is active then it can potentiate the phospho-
rylating effects of calcium/calmodulin (via D1 receptor ac-
tivation) and thereby potentiate synaptic efficacy (Yagishita
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et al., 2014).3 As these neural timing effects predict, many
studies have reported that feedback delays of even a few sec-
onds impair associative learning (e.g., Grice, 1948; Maddox
& Ing, 2005; Maddox et al., 2003).

A large literature shows that DA neurons in the VTA and
substantia nigra pars compacta (SNpc) increase their firing
above baseline following unexpected rewards (when RPE >
0) and decrease their firing below baseline following failure
to receive an expected reward (when RPE < 0; Hollerman &
Schultz, 1998; Mirenowicz & Schultz, 1994; Schultz, 1998.
In fact, as mentioned, a popular proposal is that the phasic
DA response to feedback is proportional to the RPE (Schultz
et al., 1997). This phasic DA response facilitates associative
learning. On trials when the RPE is positive, DA levels in
the striatum rise above baseline and strengthen recently ac-
tive synapses. In contrast, on trials when the RPE is negative,
DA levels in the striatum fall below baseline and weaken re-
cently active synapses (e.g., Ashby & Crossley, 2011; Houk
et al., 1995; Wickens, 1993). Inglis et al. (2021) proposed
that the population of DA neurons that are active enough to
respond to any given RPE increases with feedback contin-
gency, and therefore contingency serves to act as a gain or
amplifier on the DA response to RPE. When contingency is
high, the population of tonically active DA neurons is large,
and therefore many DA neurons are able to respond to a posi-
tive RPE. However, when contingency is low, the population
of tonically active DA neurons is small, and therefore fewer
DA neurons are able to respond to the same positive RPE.
As a result, there is less synaptic plasticity during periods of
low contingency than when contingency is high. This model
therefore proposes a mechanism via which increased levels
of feedback contingency can improve associative learning.

2.2 Evidence that agency alters the DA response to feed-
back

A wide variety of evidence supports the hypothesis that
contingency affects associative learning by altering brain DA
levels in all targets of the two most prominent DA-producing
regions in the brain (i.e., the VTA and SNpc). First, as
previously noted, extinction can be induced in instrumental
conditioning tasks simply by suddenly making the time of
reward noncontingent on the behavior (Balleine & Dickin-
son, 1998; Boakes, 1973; Nakajima et al., 2002; Rescorla
& Skucy, 1969; Woods & Bouton, 2007). This is predicted
by the DA/contingency hypothesis, but it provides only weak
support. Extinction could occur even if there is no change in
the DA response to reward simply by reinforcing competing
behaviors.

Stronger support comes from several studies that have re-
ported that the rate of human procedural learning is reduced
when feedback contingency is degraded (Ashby & Vucovich,
2016; Crossley et al., 2013). In the first of these, Crossley et
al. (2013) trained adults to classify single lines that varied

across trials in length and orientation into one of four cate-
gories. The categories were constructed in a way known to
recruit procedural learning. The experiment included three
phases of 300 trials each: acquisition, intervention, and reac-
quisition. During acquisition and reacquisition, every re-
sponse was followed by valid feedback. In the random feed-
back condition, the intervention feedback was completely
random and therefore noncontingent on the participant’s be-
havior. Random feedback is unpredictable and therefore gen-
erates large RPEs, so if the DA response is unaffected by
changes in feedback contingency then participants should
have learned the random stimulus-response associations that
were reinforced during the intervention phase in this condi-
tion. Since these random associations are incompatible with
the correct classification responses that were learned during
acquisition, reacquisition therefore should have been at least
as slow as original acquisition. In contrast to this prediction,
reacquisition was significantly faster than acquisition – sug-
gesting that learning was depressed during the random feed-
back intervention, as predicted by the assumption that the DA
response to any given RPE is attenuated in low contingency
conditions.

Ashby and Vucovich (2016) tested the effects of vary-
ing feedback contingency on category learning more di-
rectly (see also Vucovich, 2016). They compared learning in
three conditions that differed in feedback contingency (low,
medium, or high). All conditions used category structures
known to recruit procedural learning, they all used exactly
the same stimuli, required the same classification strategy
for optimal performance, and had the same optimal accu-
racy. The results showed that the amount of learning in
the three conditions increased with feedback contingency.
Learning was good when feedback contingency was high,
significantly worse in the medium-contingency condition,
and almost absent in the low-contingency condition. This
result is counter to many prevailing theories of learning be-
cause low-contingency feedback produces large RPEs, which
according to many current theories should result in high lev-
els of learning. In summary, the relevant behavioral studies
strongly suggest that the DA response to RPE is modulated
by feedback contingency.

At the neural level, there is also evidence that changing
feedback contingency changes how the brain responds to
RPEs. For example, functional magnetic resonance imaging
(fMRI) studies in humans have shown that activity in the dor-
sal striatum – that is, in the region most strongly implicated
in operant conditioning and procedural learning – is corre-
lated with RPE when feedback is contingent on behavior, but
not when feedback is independent of behavior (Haruno &
Kawato, 2006; O’Doherty et al., 2004).

3DA cannot affect these processes when the CaMKII either has
no bound phosphate or is fully phosphorylated. For these reasons,
CaMKII serves as a trace of recent activity when it is partially phos-
phorylated.
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3. A Theory of How Agency Affects Brain DA Levels

Reward and feedback processing recruit diverse brain net-
works that include the limbic system and prefrontal and sen-
sory cortices (Faget et al., 2016; Haber, 2016; Liu et al.,
2011; Takahashi et al., 2016; Tian & Uchida, 2015; Watabe-
Uchida et al., 2012). Multiple brain regions respond to ob-
tained and predicted rewards (Bromberg-Martin et al., 2010;
Humphries & Prescott, 2010; Sesack & Grace, 2010), and
this redundancy led to the formulation of many alternative
theories to explain the mechanisms via which DA firing is
modulated by RPE (Brown et al., 1999; Contreras-Vidal &
Schultz, 1999; Hazy et al., 2010; Houk et al., 1995; Joel et
al., 2002; Kawato & Samejima, 2007; Morita et al., 2013;
O’Reilly et al., 2007; Schultz, 1998; Schultz et al., 1997;
Stuber et al., 2008; Sutton & Barto, 1998; Tan & Bullock,
2008). Despite all this work, we know of no theories that
account for the effects of agency on DA neuron firing. As a
result, our focus here is on the subnetwork via which changes
in agency (e.g., feedback contingency) might cause changes
in DA neuron firing.

First, even when rewards are delivered noncontingently,
electrolytic lesions of the hippocampus cause rats to be-
have “as if a dependency exist(s) between pellet delivery and
their behavior” (p.721, Devenport, 1979). In other words,
hippocampal lesions appear to disrupt an animal’s ability
to compute reward contingency. Corbit et al. (2002) later
showed that this result is caused by damage to the entorhinal
cortical efferent fibers passing into hippocampus. In partic-
ular, they showed that lesions of the entorhinal cortex, but
not the dorsal hippocampus, reduce sensitivity to changes in
reward contingency. Second, disruption of the DA-mediated
interaction between the entorhinal cortex and the striatum re-
duces sensitivity to changes in reward contingnecy (Lex &
Hauber, 2010). Third, the medial prefrontal and obitofrontal
cortices have been implicated in enabling flexible behavioral
adjustments when contingency is degraded (Izquierdo et al.,
2004; Jackson et al., 2016) and during explicit detection
of causal or temporal relationships between actions and re-
wards (Jocham et al., 2016; Tanaka et al., 2008; Walton et
al., 2010). Interestingly, rats with hippocampal lesions have
been found to be less flexible in the face of changing con-
tingencies, which could mean that without hippocampal en-
coding of reward contingency, the rats default to less flexible
associative-learning systems (Kosaki & Watanabe, 2012).

In summary, considerable evidence links the hippocampus
and other medial temporal lobe (MTL) structures to contin-
gency estimation. As noted above, (reward-related) feedback
contingency is a correlation between the numerical values of
predicted and obtained reward (i.e., between P and R), and
there is a variety of other evidence that the MTL are well
suited to such computations. In particular, the hippocampus
appears to compute similar correlations between spatial and
nonspatial cues (e.g., object identity and time; Eichenbaum

et al., 2016; Lee & Lee, 2013; Redish & Touretzky, 1997),
the entorhinal cortex encodes general properties of the cur-
rent context (Jacobs et al., 2010), and the parahippocampal
cortex has a general role in contextual binding (Aminoff et
al., 2013). Furthermore, the entorhinal cortex receives al-
most all of its cortical inputs from polymodal association ar-
eas, including cingulate, orbitofrontal, and parahippocampal
cortices, making it well situated for integrating diverse inputs
(Insausti et al., 1987).

Other regions are also likely to contribute to the contin-
gency estimates that drive agency, including anterior cingu-
late and prefrontal cortices. For example, the anterior cin-
gulate increases activity when a commitment is made to act
(Blanchard et al., 2015; Ma et al., 2014) and this activity
increases with the effort required by that action (Cowen et
al., 2012; Hillman & Bilkey, 2010). Furthermore, following
electrical stimulation of the anterior cingulate (i.e., in the an-
terior midcingulate cortex), awake behaving humans report
“anticipation of challenge coupled with strong motivation to
overcome it” (Parvizi et al., 2013, p. 1364).

In summary, sense of agency is likely computed by a
widespread network that includes contingency-sensitive re-
gions of the anterior cingulate, prefrontal cortex, and hip-
pocampus. The cerebellum also likely contributes by detect-
ing discrepancies between predicted and actual outcomes of
motor behaviors (Welniarz et al., 2021). The output node of
this complex network is likely to be in the ventral subicu-
lum (vSub), since this is the main output structure of the hip-
pocampus. For the present purposes, a more detailed model
is not needed, since our goal is not to model how agency is
computed, but rather to understand the neural changes that
occur when the sense of agency increases or decreases.

Synofzik et al. (2008) distinguished between what we are
referring to as the sense of agency, which they defined as “the
non-conceptual, low-level feeling of being the agent of an
action” and what they called the judgment of agency, which
they defined as “the conceptual, interpretative judgment of
being an agent” (p. 222). By this account, judgment of
agency, which is a high-level conscious interpretation of the
sense of agency, presumably recruits a more widespread and
complex neural network than the one described in this sec-
tion.

We adopt the Inglis et al. (2021) model of how feedback
contingency gates the DA response to RPE, and we extend
this model to agency. The proposed theory, referred to as
ADDS (Agency Disinhibits the Dopamine System), is de-
scribed in Figure 1. The right half of the network instanti-
ates the standard RPE model. The idea is that reward sensi-
tive units in regions such as prefrontal and orbitofrontal cor-
tex contribute to the RPE DA signal by providing excitatory
inputs to the pedunculopontine tegmental nucleus (PPTN)
(Hong & Hikosaka, 2014; Kobayashi & Okada, 2007; Okada
& Kobayashi, 2013) and lateral habenula (Hong et al., 2011;
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Matsumoto & Hikosaka, 2007, 2009; Tian & Uchida, 2015).
Through these circuits, positive RPEs excite DA neurons via
the PPTN, whereas negative RPEs inhibit DA activity via the
lateral habenula (and the rostromedial tegmental nucleus).

The left half of Figure 1 is more novel and also more rel-
evant to the current article. The idea is that an extensive
network that includes regions in the anterior cingulate, pre-
frontal cortex, and hippocampus continuously updates esti-
mates of agency, and that the outputs of this network gate
the amount of DA release via projections through the hip-
pocampal vSub (via projections proposed by Grace et al.,
2007). We assume that any variable that increases the sense
of agency – be it feedback contingency, observational learn-
ing, verbal persuasion, or physiological state – will increase
the output of this network, and therefore increase activity in
vSub.

The projections from vSub to the nucleus accumbens are
excitatory and the projections from the accumbens to the
ventral pallidum and from the ventral pallidum to the DA
neurons of the VTA are inhibitory. Even so, a key feature
of this neuroanatomy is that the tonic firing rate of ventral
pallidal neurons is much higher than the tonic firing rate of
nucleus accumbens neurons. As a result, many DA neurons
in VTA are silent due to tonic inhibition by the ventral pal-
lidum. Estimates suggest that because of this inhibition, only
about half of VTA DA neurons are spontaneously active un-
der control conditions, and these tonically firing neurons are
the only ones available to respond to RPEs (Lodge & Grace,
2006). ADDS predicts that when agency is high, vSub ex-
cites the nucleus accumbens, which inhibits the ventral pal-
lidum. This releases VTA DA neurons from tonic inhibition,
which increases the number of tonically firing VTA DA neu-
rons, thereby raising tonic DA levels in all VTA target brain
regions and enlarging the pool of DA neurons that can re-
spond to RPEs. In contrast, if agency suddenly drops, ADDS
predicts that the vSub excitation of the nucleus accumbens
will decrease, which reduces inhibition on the ventral pal-
lidum, and that the resulting subsequent increase in palli-
dal activity will increase inhibition of the VTA DA neurons,
thereby reducing the number that are tonically active.

ADDS therefore makes two fundamental and novel neu-
roscience predictions. First, increases in agency should in-
crease tonic DA levels in all VTA target regions (e.g., frontal
cortex). Second, increases in agency should increase the
number of DA neurons available to respond to feedback and
thereby amplify the DA response to any given RPE. In other
words, the higher the agency, the higher the DA levels will
rise above baseline for any given positive RPE and the lower
the DA levels will fall below baseline for any given negative
RPE.4 Furthermore, these predictions are causal in the sense
that ADDS predicts that any increase in agency, no matter
what the cause, will lead to these predicted DA effects. In
contrast, ADDS makes no predictions about how changes in

tonic DA might affect the sense of agency (i.e., note in Figure
1 that the VTA DA neurons are downstream from the network
that computes agency). As we will shortly see, these very
specific neural predictions allow for many novel and strong
neural and behavioral predictions.

4. Neural Tests of the Theory

4.1 Tests of the proposed neural circuitry

Inglis et al. (2021) built a computational model of the
Figure 1 network constructed from mathematical models of
spiking neurons, and they tested this model against a vari-
ety of different neuroscience results. These tests made no
assumptions about the psychological construct(s) that was
modulating vSub output, and therefore say nothing about the
possible role that agency plays in the Figure 1 model. Even
so, they provide strong tests of the validity of the rest of the
network.

The first test, which is summarized in Figure 2, exam-
ined the ability of the model to account for results reported
by Lodge and Grace (2006). In this experiment, the authors
activated the vSub, the pedunculopontine tegmental nucleus,
or both of these structures (via NMDA infusion, in rats), and
they then examined how these excitations affected the num-
ber of VTA DA neurons that were firing tonically and the
average firing rate of all currently active VTA DA neurons.
They also compared these results to results from a control
condition in which neither structure was activated. The re-
sults are shown in the left column of Figure 2. The right
column shows predictions of the computational version of
the Figure 1 model under these same conditions. Note that
the model accurately predicts that vSub activation increases
the number of tonically active VTA DA neurons without in-
creasing the firing rate of active neurons, whereas activation
of the PPTN results in the opposite profile – that is, the firing
rate of active DA neurons is increased but not the number of
tonically active neurons.

As a second test, Inglis et al. (2021) showed that the model
is consistent with results reported by Bayer and Glimcher
(2005), in which DA neuron firing increased linearly with
RPE between minimal and maximal values. Third, Inglis et
al. (2021) showed that the model could also account for the
data of Hart et al. (2014), in which extracellular DA concen-
trations were a linear function of RPE and that positive and
negative RPEs were encoded symmetrically.

These tests support the validity of the Figure 1 model and
therefore, greatly sharpen our possible predictions. For ex-
ample, without the Figure 1 network, we would be left only

4This latter prediction follows because increasing the number of
tonically active DA neurons increases the number than can respond
to inhibitory input from the RMTN on negative RPE trials (i.e., see
Figure 1). In other words, raising the tonic DA level increases the
range over which DA levels can drop in response to negative feed-
back.
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Figure 1

Proposed theory (ADDS) of how agency modulates the firing of dopamine neurons. ACC = anterior cingulate cortex; PFC = prefrontal
cortex; vSub = ventral subiculum; RPE = reward prediction error; NAcc = nucleus accumbens; VP = ventral pallidum; PPTN = peduncu-
lopontine tegmental nucleus; RMTN = rostromedial tegmental nucleus; VTA = ventral tegmental area. Adapted from Inglis, Valentin, and
Ashby (2021).

with the prediction that agency affects brain DA levels in
some unknown way. With this network however, we can
make the strong prediction that increases in agency will in-
crease the number of DA neurons that are tonically active
without affecting the average firing rate of DA neurons that
are active. The specificity of this prediction allows many of
the strong behavioral predictions of ADDS that are derived
and tested in later sections of this article.

Inglis et al. (2021) did not test their model against any
behavioral data, and they made no strong claims about the
possible cortical and hippocampal inputs to vSub. Instead
they hypothesized only that these inputs were sensitive to
some modulating variable that might affect neural learning
rates. They speculated that this variable could be expected
uncertainty, unexpected uncertainty, volatility, environmen-
tal uncertainty, the covariance between predicted reward and
past RPEs, or feedback contingency. Importantly, however,
they made no mention of agency. The key contribution of
the present article therefore, is to link the Inglis et al. (2021)
network to agency, and to explore implications of this hy-
pothesis.

4.2 Neural tests of ADDS

The studies considered so far in this section test the valid-
ity of the neural circuitry described in Figure 1, but they do
not test the core assumption of ADDS that the key driver of
vSub activity is estimated agency. Because ADDS is a new

theory, there are no published neuroscience studies directly
testing this key assumption. Even so, a number of published
neuroscience results are highly relevant.

ADDS predicts that a cortical network that includes re-
gions of the anterior cingulate continuously updates agency
and that these computations alter the size of the population
of tonically active DA neurons in the VTA via the neural net-
work described in Figure 1. A strong test of this prediction
was provided by Elston and Bilkey (2017), who implanted
recording electrodes in the anterior cingulate, the VTA, and
the dorsal CA1 subregion of the hippocampus of rats, and
then trained the animals to run laps around a track for a fixed
food reward. Importantly, the physical effort required for
each lap was varied by sometimes including a barrier over
which the animals had to climb. The hippocampal record-
ings are important because the dorsal CA1 subregion sends a
prominent projection to vSub. As predicted by the Figure 1
network, the results suggested that anterior cingulate activity
had a causal influence on both hippocampal and VTA activ-
ity. Furthermore, because agency presumably increases with
effort, ADDS also correctly predicts that this influence was
modulated by the amount of effort required (for more details
on ADDS’s predicted effects on effort, see the next section).

The VTA DA neurons project to the ventral striatum (i.e.,
nucleus accumbens) and all of frontal cortex, so ADDS pre-
dicts that changes in agency should affect DA levels in any
of these target areas. All theories of agency predict that
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Figure 2

Fits of a computational version of the Figure 1 model to the data of Lodge and Grace (2006). vSub = ventral subiculum; PPTN = peduncu-
lopontine tegmental nucleus; RMTN = rostromedial tegmental nucleus. * = statistically signficant difference from control (p < 0.05). Error
bars indicate one standard error. Adapted from Inglis, Valentin, & Ashby (2020).

agency should be higher when a reward is received follow-
ing a motor action than when a reward is received passively
(e.g., Frith, 2005; Moore, 2016). However, ADDS makes
the additional and specific neural prediction that DA levels
will be higher in VTA target areas in the former case than
in the latter. In support of this prediction, after presentation
of a reward-predicting stimulus, DA levels are higher in the
nucleus accumbens of rats on trials when the animal initiates
an action than on trials when no motor response is required
(Syed et al., 2016).

Related results have been found with humans. In particu-
lar, Hassall et al. (2019) reported that the reward-related posi-
tivity, which is an event-related brain potential that is widely
thought to index RPEs, is greatly reduced in a (two-armed
bandit) gambling task when the participant no longer needs
to act. From this they concluded that “agency ... affects the
generation of a neural prediction error signal” (p. 1463).
Furthermore, other studies have reported that the increased
agency that results from active choice versus passive view-
ing enhances declarative memory and that these enhance-
ments are associated with trial-by-trial interactions between
the striatum and the hippocampus (Murty et al., 2015).

Other neuroscience tests of ADDS come from studies of
the partial reinforcement extinction effect (PREE). In a typ-
ical experiment, reinforcement is used to train a behavior in
two groups of animals (e.g., maze running). One group re-

ceives continuous reinforcement (CR) and the other receives
partial reinforcement (PR; e.g., reward might be given on
a random 50% of trials). After training, both groups enter
an extinction phase in which all rewards are withheld. The
PREE refers to the fact that the PR group extinguishes the
learned behavior more slowly than the CR group.5

Note that during extinction, the CR group could theoreti-
cally detect the statistical change in reward contingency af-
ter a single non-rewarded response, whereas the PR group
would require many non-rewarded responses. This statisti-
cal difference between CR and PR provides a well-known
account of the PREE (Capaldi, 1967). In addition, however,
note that all theories of agency predict higher agency with
CR than with PR. As a result, ADDS predicts that agency
differences between the two groups could also contribute to
the PREE. Specifically, ADDS predicts that the lower levels
of agency for the PR group mean fewer active DA neurons
during extinction, and therefore slower unlearning of the be-
havioral response.

ADDS also makes neuroscience predictions about the
PREE. Specifically, ADDS predicts that the PREE should
be disrupted by hippocampal lesions and by dopaminergic
drugs. There is good support for both of these predictions.

5For a detailed description of the PREE and the multiple theories
advanced to explain it, see McNaughton (1989, pp. 80-92).
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Large lesions of the hippocampus abolish the PREE (see
Gray et al., 2002, for references). Most importantly, the ef-
fects of septo-hippocampal lesions on the PREE seem to de-
rive specifically from damage to the pathway from the vSub
to the ventral striatum, exactly as ADDS predicts (Rawlins et
al., 1989). DA agonists (e.g., amphetamine) also abolish the
PREE under certain conditions, as do DA antagonists, (e.g.,
haloperidol; see Gray et al., 2002, for references). On the
other hand, it should be noted that the PREE did not show
any sensitivity to amphetamine when tested in human partic-
ipants (Gray et al., 2002).

5. Predicted Effects of Agency on Motivation

One straightforward prediction of ADDS is that increases
in agency should cause increases in motivation. At first
glance, this prediction seems obvious since it is also made
by all theories of agency. The difference however, is that
ADDS is unique in that it specifies the specific neural events
that mediate these motivational effects. The key to deriving
this prediction comes from the neural literature on response
vigor. This literature is relevant to motivation because it in-
terprets the term “vigor” as a behavioral manifestation of the
energizing effects of motivation (e.g., Niv et al., 2006). In a
typical experiment, a hungry rat is placed in a maze that in-
cludes two baited arms – one containing a large reward and
one containing a small reward. Critically, access to the large
reward is blocked by a barrier that the rat must climb over,
whereas the arm with the small reward is unguarded. So the
animal must choose between a large reward that requires a
large effort and a small reward that requires considerably less
effort. These studies are relevant to ADDS because a large
literature suggests that DA plays a key role in the rat’s choice
(for reviews, see, e.g., Niv, 2007; Salamone et al., 1994). For
example, untreated, control rats often choose the high-effort,
high-reward arm, whereas a number of studies have reported
that administering a DA antagonist or depleting DA from the
nucleus accumbens sharply reduces the choice of the high-
effort arm (Cousins et al., 1996; Salamone et al., 1994).
DA depleted rats still seek reward, but now they choose the
smaller reward that requires less effort – in other words, they
display classic signs of reduced motivation.

Many similar results have been reported with humans.
For example, a variety of studies have reported that Parkin-
son’s disease patients, who have reduced brain DA levels,
have lower levels of motivation and display reduced levels of
vigor, compared to age-matched controls (e.g., Chong et al.,
2015; Mazzoni et al., 2007). Furthermore, medications that
increase brain DA levels reduce these deficits (Chong et al.,
2015; Czernecki et al., 2002; McGuigan et al., 2019).

One prominent theory is that these motivational effects de-
pend predominantly on tonic DA levels, rather than on any
phasic DA response (Niv et al., 2007). According to this
account, the higher the levels of tonic DA, the more effort an

agent will be willing to expend to secure a reward. Subse-
quent research indicates that phasic DA responses also con-
tribute to motivation (Hamid et al., 2016; Howe et al., 2013;
Salamone & Correa, 2012). For example, tonic DA levels
change slowly, over the course of many trials. So if moti-
vation only depended on tonic DA, changes in motivation
should also be slow. In contrast to this prediction, animals
become more reluctant to re-engage in a task immediately
after receiving a reward, and both motivation and striatal DA
levels quickly ramp up as an animal approaches a reward
(Howe et al., 2013). ADDS predicts that increases in agency
increase tonic DA levels as well as the phasic DA responses
that contribute to these effects, and therefore ADDS predicts
that increases in agency will increase motivation and vigor.

A huge literature suggests that agency increases motiva-
tion (e.g., Heckhausen et al., 2019; Mele, 2003). These re-
sults are consistent with almost all theories of agency. Even
so, among these theories, ADDS is unique because it also
specifies the neural network that mediates these effects. For
example, ADDS correctly predicts that DA levels in the nu-
cleus accumbens should be especially important in regulating
vigor and motivation (as established, e.g., by Salamone et al.,
1994). Specifically, ADDS predicts that reduced DA levels in
the nucleus accumbens will reduce the accumbens inhibition
of the ventral pallidum (see Figure 1), which will increase
the pallidal inhibition of the VTA, which will reduce the size
of the tonically active VTA DA population, and finally that
this reduction will cause decreases in motivation.

6. Behavioral Predictions

ADDS predicts that changes in the sense of agency could
affect any behavior that is sensitive to DA. Even so, some be-
haviors seem unaffected by DA, and among the DA-sensitive
behaviors, DA can affect different behaviors in qualitatively
different ways (Ashby et al., 2015). There are several rea-
sons for this. First, DA neurons project to much, but not all
of the brain, so behaviors mediated within brain regions that
are not DA targets will be relatively unaffected by changes in
DA compared with behaviors mediated within brain regions
that receive rich DA projections. Second, phasic DA bursts
increase DA in the synapses of all DA neuron targets, but the
persistence of these DA elevations is very different in say,
basal ganglia versus prefrontal cortex, and as a result, ADDS
predicts that changes in agency should have different effects
on behaviors mediated primarily in these different brain re-
gions.

This section derives behavioral predictions of ADDS for a
variety of different types of behaviors. Because these predic-
tions are, for the most part, novel, none of them have been
rigorously tested. Even so, in each case, some published
studies offer promising preliminary support for ADDS’s pre-
dictions.
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6.1 Executive function

Executive functions encompass a variety of skills that are
mediated primarily within the prefrontal cortex and that in-
clude working memory, creative problem solving, selective
attention, and self-control (e.g., Gilbert & Burgess, 2008).
The prefrontal cortex receives a dense DA projection from
the VTA and a wide range of evidence suggests that modest
increases in DA facilitate executive function (for reviews, see
e.g., Ashby et al., 2015; Ott & Nieder, 2019).6 On the other
hand, the evidence also suggests that there is an optimal DA
level for executive function, and that performance is compro-
mised if DA levels are either higher or lower than this optimal
level (e.g., Vijayraghavan et al., 2007). A thorough review of
this literature is beyond the scope of this article. Instead,
just a few suggestive results will be described. For example,
several studies have reported improvements in the working
memory of healthy humans who were given small doses of a
drug that mimics the effects of DA (i.e., a DA agonist; e.g.,
Luciana et al., 1992; U. Müller et al., 1998). Similarly, a
drug that slows DA degradation in prefrontal cortex by in-
hibiting the action of catechol-O-methyltransferase (COMT)
was found to improve performance on a variety of executive
function tasks (Apud et al., 2007). In addition, several non-
human animal studies have confirmed that over-stimulation
of prefrontal DA receptors impairs working memory (Lau-
zon et al., 2013; Sawaguchi & Goldman-Rakic, 1991), sup-
porting the hypothesis that executive function is optimized
when cortical DA levels are below their maximum value.

ADDS predicts that an increased sense of agency will am-
plify these results.7 And it also predicts that these effects
should be relatively reward independent. This latter predic-
tion follows for two reasons. First, an increased sense of
agency is predicted to increase the number of tonically ac-
tive DA neurons, regardless of how the increased agency oc-
curs. For example, even in the absence of reward, an increase
in agency caused by explicit instruction or via the agent’s
expectations about the environment should cause tonic DA
levels in prefrontal cortex to increase, resulting in improved
executive function (assuming baseline DA levels were below
the level required for optimal performance).

Second, prefrontal cortex has negligible concentrations of
dopamine transporter (DAT), a molecule that binds to free
DA and quickly clears it from the synapse (e.g., Varrone
& Halldin, 2014). Instead, free DA in prefrontal cortex is
slowly degraded by the enzyme COMT. As a result, any pha-
sic burst of VTA DA neurons is likely to cause elevated DA
in prefrontal cortex that persists for many minutes. For ex-
ample, the delivery of a single food pellet to a hungry rat
increases prefrontal DA levels for approximately 30 minutes
(Feenstra & Botterblom, 1996). As a result, any unexpected
reward when agency is high should raise prefrontal DA lev-
els – and therefore facilitate executive function – for approx-
imately 20-30 minutes.8

In support of these predictions, Loyola-Navarro et al.
(2022) reported that a higher sense of agency improves work-
ing memory. In this study, participants completed a modi-
fied version of the Sternberg (1966) memory-scanning task
during EEG recording. Sense of agency was manipulated
by varying the participant’s control of stimulus presenta-
tion. As predicted by ADDS, accuracy was higher with
higher agency (i.e., when participants had more control of
stimulus presentation) and the EEG results also suggested
that agency improved selective attention (i.e., the attention-
related P200 evoked potential occurred earlier in the condi-
tions with higher agency).

Other studies also reported that increases in agency im-
proved selection attention. In particular, Kumar et al. (2015)
reported enhanced selective attention during visual search
on trials when participants initiated the onset of the search
display, compared to trials when participants had no control
over display onset.

In summary, ADDS predicts that an increased sense of
agency will facilitate all forms of executive function for a pe-
riod of 20–30 minutes (i.e., assuming cortical DA levels are
below optimal levels when agency is increased), and that this
effect should persist even if the sense of agency decreases
during this period of time (i.e., because cortical DA levels
change so slowly).

6.2 Skill or procedural learning

Procedural learning is a type of learning that requires re-
peated practice that includes immediate and consistent feed-
back (e.g., Willingham, 1998). Improvements are incremen-
tal and typically include little conscious recollection or even
awareness of what was learned. The most widely cited be-
haviors that are acquired via procedural learning are motor
skills, such as playing a musical instrument, riding a bicy-
cle, or putting a golf ball (known colloquially as muscle
memories). Even so, there is now abundant evidence that
many more purely cognitive behaviors also recruit procedu-
ral learning and memory systems (e.g., Ashby & Maddox,

6A popular model is that DA elevations improve executive func-
tion because these skills are largely mediated by glutamatergic net-
works and DA potentiates the glutamate response through NMDA
receptors (via DA D1 receptor activation) while simultaneously de-
pressing the glutamate response through non-NMDA receptors (via
DA D2 receptor activation; e.g., Ashby & Casale, 2003). Because
NMDA receptors have a higher threshold for activation than non-
NMDA receptors, these DA effects serve to increase the signal-to-
noise ratio of affected synapses, thereby boosting performance of
the network.

7For the most part, we mean that increases in agency should
benefit executive function. However, in the rare cases in which cor-
tical DA levels are so high that executive function is compromised,
ADDS predicts that increases in agency will actually impair exec-
utive function. To our knowledge, however, there are no empirical
tests of this prediction.

8“Unexpected” is critical here because if the reward is expected,
then RPE = 0, and the DA neurons will not fire a phasic burst.
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2005; Ashby & Valentin, 2017; Ashby & Waldron, 1999).
There is now overwhelming evidence that procedural

learning depends on the basal ganglia, and especially on the
striatum. This evidence comes from single-unit recording
studies in non-human animals (Carelli et al., 1997; Mer-
chant et al., 1997), animal lesion experiments (Eacott &
Gaffan, 1991; Gaffan & Eacott, 1995; Packard & McGaugh,
1992), neuropsychological patient studies (Filoteo et al.,
2001, 2005; Knowlton et al., 1996), and human neuroimag-
ing studies (Nomura et al., 2007; Seger & Cincotta, 2005;
Waldschmidt & Ashby, 2011).

The basal ganglia receive a dense DA projection, from
both the SNpc and the VTA. The striatal regions thought to
mediate procedural learning, however (i.e., the dorsal stria-
tum), receive DA primarily from the SNpc. Furthermore, un-
like cortex, these striatal regions are rich in DAT. As a result,
phasic bursts of SNpc DA neurons cause DA levels in the
striatum to rise, but only for a few seconds.9

Procedural learning requires immediate feedback. In fact,
a feedback delay of only a few seconds can abolish almost
all procedural learning (Maddox & Ing, 2005; Maddox et al.,
2003; Yagishita et al., 2014). This is thought to be because
feedback interpreted as rewarding generates a positive RPE,
which causes striatal DA levels to rise above baseline, which
causes recently active synapses to be strengthened.10 In con-
trast, the failure to receive an expected reward generates a
negative RPE, which causes DA levels to fall below baseline,
which causes recently active synapses to be weakened (e.g.,
Calabresi et al., 1996; Reynolds & Wickens, 2002). Both
of these effects are needed to learn the arbitrary stimulus-
response associations that characterize procedural learning.

Therefore, ADDS predicts that an increase in agency will
have no effect on procedural learning in the absence of im-
mediate trial-by-trial feedback. However, if immediate trial-
by-trial feedback is available, and if the learner interprets
the positive feedback received as rewarding, then ADDS pre-
dicts that increasing the sense of agency will facilitate pro-
cedural learning because the larger population of tonically
active DA neurons will act to increase the gain on the DA
response to both positive and negative RPEs. In other words,
ADDS predicts that the same positive RPE will result in a
larger increase in striatal DA concentrations the higher the
sense of agency, while the same negative RPE will result in
a greater decrease in striatal DA concentrations below their
baseline level, and furthermore, that this increase in the dy-
namic range of the DA response will facilitate synaptic plas-
ticity and therefore procedural learning.11

A large literature supports this prediction. At least one
study directly examined the relationship between sense of
agency and motor learning. In particular, van der Wel et al.
(2012) reported that higher agency ratings were associated
with greater accuracy in a motor-learning task where imme-
diate feedback was provided by visual observation. In addi-

tion though, many other studies have provided more indirect
tests, by comparing motor learning in groups of participants
who are allowed to make choices about their training con-
ditions – for example, about how feedback is delivered or
about the use of physical assistive devices – to the learning
that occurs in groups who train under the exact same condi-
tions, but without any choice. All theories of agency predict
that the act of choosing increases agency. These studies over-
whelmingly report better learning by the choice groups than
by the no-choice groups (for reviews, see Sanli et al., 2013;
Wulf, 2007). In fact, the benefits of choice even extend to
features that are irrelevant to the actual motor skill. For ex-
ample, Lewthwaite et al. (2015) had two groups of partici-
pants practice a golf-putting task. One group was allowed
to choose the color of the golf balls they used during prac-
tice and the other group was given the same colored balls
as the choice group. The results showed that this simple act
of choice led to higher putting accuracy that persisted for at
least 24 hours, relative to the no-choice group, even though
that choice was irrelevant to the skill being learned.

In summary, ADDS predicts that an increased sense of
agency should facilitate all forms of procedural learning by
amplifying the response of the DA system to any given RPE.
In other words, ADDS predicts that increases in agency
should cause striatal DA levels to rise higher to any given
positive RPE and fall lower to any given negative RPE,
thereby causing more synaptic plasticity. Therefore, there
should be more synaptic strengthening following successful
behaviors and more synaptic weakening following unsuc-
cessful behaviors when agency is high. Even so, it is im-
portant to note that the these predictions assume immediate
feedback is given after every behavior. If the feedback is
delayed by even a few seconds, then the molecular trace of
the synaptic activity (e.g., partially phosphorylated CaMKII)
will be gone and it will be impossible to determine which
synapses were responsible for the emitted behavior. As a
result, under these conditions, the level of agency should be
irrelevant because all forms of procedural learning should be
impossible.

It is also important to note that although ADDS predicts
that increases in agency should benefit both executive func-

9The Figure 1 model describes how agency could increase the
number of tonically active DA neurons in the VTA, whereas the
predictions in this section assume that agency has similar effects on
SNpc DA neurons. Therefore, the predictions in this section must
be more tentative than the other predictions discussed in this arti-
cle. Even so, there are reasons to believe that agency would have
similar effects on VTA and SNpc DA neurons. For example, the
basal ganglia have a well-known ascending spiral architecture that
allows activity in the VTA to affect activity in the SNpc (Haber et
al., 2000).

10Recently active synapses are those in which a trace is still active
(e.g., partially phosphorylated CaMKII).

11By strengthening synapses that led to successful behaviors (i.e.,
trials when the RPE > 0) and weakening synapses that led to unsuc-
cessful behaviors (i.e., trials when the RPE < 0).
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tion and procedural learning, the theory makes the strong and
more subtle prediction that the timecourse of these effects
should be very different. Because the DA reuptake molecule
DAT is almost absent from prefrontal cortex, ADDS predicts
that the benefits of an increase in agency on executive func-
tion should persist for 20 minutes or so, even if the sense of
agency drops during this time. In contrast, the dorsal stria-
tum is rich in DAT and as a result, any DA-related facilitation
in procedural learning should closely track increases and de-
creases in the sense of agency.

6.3 Perceptual priming and eyeblink conditioning

This subsection highlights two behaviors that ADDS pre-
dicts should be relatively unaffected by changes in agency.
In both cases, this prediction follows because the evidence
suggests that the behaviors are mediated primarily in brain
regions that do not receive a prominent DA projection, and
therefore as a result, there is no direct way for a change in
agency to alter the acquisition or expression of these behav-
iors. This subsection is important because it demonstrates the
precision of ADDS – specifically, it shows that ADDS does
not simply predict that increases in agency should benefit all
behaviors. Instead, ADDS makes qualitatively different pre-
dictions for different kinds of behaviors.

Perceptual priming

Perceptual priming is the phenomenon in which mere ex-
posure to a stimulus influences a future response to that stim-
ulus, or to a similar stimulus, even in the absence of any
conscious awareness. The behavioral effects of perceptual
priming can be observed after only a single stimulus repeti-
tion (e.g., Wiggs & Martin, 1998), and the effects of a single
stimulus (i.e., picture) presentation can persist for as long as
48 weeks (Cave, 1997).

Although there is no consensus theory that provides a
complete description of the neural basis of perceptual prim-
ing, there is widespread agreement that perceptual priming
is associated with a reduced neural response in sensory cor-
tex to stimulus repetitions (e.g., Schacter & Buckner, 1998;
Wiggs & Martin, 1998). Visual and auditory cortex receive
almost no DA input. As a result, a change in tonic DA levels
will have no direct effect on processing in visual or auditory
cortex. Support for this view comes from studies showing
that perceptual priming is intact in Parkinson’s disease (e.g.,
Koivisto et al., 1996; Vingerhoets et al., 2005), despite the
DA reductions that characterize the disease. For this reason,
ADDS predicts that changing levels of agency should have
little or no effect on perceptual priming. An equivocation
that agency could have some effect on priming is needed be-
cause virtually all of sensory cortex receives prominent top-
down inputs from prefrontal cortex. As we have seen, pre-
frontal cortex receives a prominent DA input and is a likely
mediator of many agency-related effects. Therefore, in the

absence of a more complete theory of priming, it is impos-
sible at this time to rule out a small agency-related effect on
priming that is mediated by top-down input from prefrontal
cortex. Even so, in contrast to the other behaviors considered
in this section, ADDS predicts that agency should have little
or no effect on any learning that is due to perceptual priming.
This null prediction is important because it demonstrates that
ADDS does not predict that agency will have the same ben-
eficial effects on all types of learning.

We know of no priming studies that directly tested this
ADDS prediction. Even so, there is some strongly support-
ive evidence. For example, several studies have reported that
perceptual priming is intact even under general anesthesia.
In one of these, Iselin-Chaves et al. (2005) repeatedly read
lists of 40 words to two groups. One group included 48 sur-
gical patients who were administered general anesthesia in
preparation for their surgeries. After they lost consciousness,
and therefore presumably all sense of agency, they were read
the lists of words. Thirty-six hours later, their memory for
the words was tested in a word-stem completion task and the
data were analyzed using process-dissociation logic (Jacoby,
1991). In addition, a control group of 24 participants who
were matched on age, sex, and level of education completed
the same task while fully conscious. The results showed that
both groups displayed equal amounts of learning that could
be attributed to (implicit) perceptual priming, even though
the anesthetized patients had little or no explicit memory of
any of the stimulus words.

A variety of other studies have reported similar results
(e.g., Deeprose & Andrade, 2006; Flouda et al., 2013; Quan
et al., 2013). In addition, learning-related effects of percep-
tual priming appear to also be intact during sleep (Oniz et
al., 2015). On the other hand, some studies have failed to
find any learning-related priming effects during anesthesia
(e.g., Bejjani et al., 2009). One possible explanation of these
apparently contradictory results is that there appears to be a
dose-response curve for the effects of anesthesia on percep-
tual priming. Specifically, several studies have reported that
perceptual priming is intact during light and moderate anes-
thesia, but abolished during deep anesthesia (Flouda et al.,
2013; Iselin-Chaves et al., 2005; Quan et al., 2013). Note
that ADDS makes no predictions about any effects of deep
anesthesia. The anesthesia data are relevant only because
they allow a test of the ADDS prediction that changing levels
of agency should have little or no effect on priming-related
learning. The important point is that in all these studies,
patients are unconscious and therefore, presumably have no
agency, even when anesthesia levels were classified as light.
As a result, overall this literature strongly supports the ADDS
prediction.

The interesting and provocative reports that perceptual
priming is intact during light and moderate anesthesia and
during sleep provide promising preliminary support for the
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ADDS prediction that agency should have little or no effect
on learning due to perceptual priming. Even so, a more rig-
orous test must await experiments that examine the effects
of stimulus repetition on learning when sense of agency is
directly manipulated. Ideally, any such study would also
include a suitable comparison task for which ADDS pre-
dicts that increasing levels of agency should improve learn-
ing (e.g., such as one of the tasks discussed earlier in this
section).

Eyeblink conditioning

Eyeblink conditioning is a well-studied form of classical
conditioning.12 In a standard experiment, a conditioned stim-
ulus (CS) is presented – typically an auditory or visual cue –
and then a short time later an unconditioned stimulus (UCS)
is presented – typically a puff of air delivered to the cornea.
The UCS elicits a reflexive eyeblink, which is the uncondi-
tioned response (UR). After repeated pairings of the CS and
UCS, the CS itself begins to elicit a learned eyeblink (the
conditioned response; CR) – which occurs before the UCS is
presented.

There are two widely used eyeblink conditioning tasks.
In the standard version (also called delay-eyeblink condi-
tioning), the CS and UCS presentations overlap in time and
the CS typically remains on until the UCS ends. In trace-
eyeblink conditioning, there is a short delay between the off-
set of the CS and the onset of the UCS. This distinction is
important because there is good evidence that standard- and
trace-eyeblink conditioning are mediated by different neu-
ral circuits and have different phenomenologies. Standard-
eyeblink conditioning, which can occur without conscious
awareness (Manns et al., 2002), is mediated primarily within
the cerebellum and does not depend on hippocampus or on
frontal cortex (e.g., Freeman & Steinmetz, 2011; Schmaltz
& Theios, 1972). In contrast, trace-eyeblink conditioning
depends on the hippocampus as well as the cerebellum (e.g.,
McGlinchey-Berroth et al., 1997) and does depend on con-
scious awareness of the relationship between the CS and the
UCS (e.g., Manns et al., 2000).

The cerebellum does not receive a prominent DA projec-
tion and therefore ADDS makes the strong prediction that
changes in agency should have little or no effect on standard-
eyeblink conditioning. This prediction is strongly supported
by studies showing that standard-eyeblink conditioning does
not depend on conscious awareness (for a review, see Manns
et al., 2002). For example, participants who show poor
awareness of the relationship between the CS and UCS ac-
quire and retain standard conditioned eyeblink as well as
participants who show good awareness of this relationship
(Clark et al., 2001; Manns et al., 2000). All theories of
agency predict higher levels of agency in the presence of
awareness than in its absence, and therefore these results sug-
gest that, as predicted by ADDS, changes in agency have lit-

tle or no effect on standard-eyeblink conditioning.
The story is quite different in the case of trace-eyeblink

conditioning. Critically, in contrast to standard-eyeblink con-
ditioning, trace-eyeblink conditioning depends on the hip-
pocampus (McGlinchey-Berroth et al., 1997), which does
receive a prominent DA projection. ADDS predicts that in-
creases in agency should potentiate hippocampal function,
because of the increased availability of DA, and therefore
could facilitate trace-eyeblink conditioning. We know of no
studies that have tested this prediction directly, but several
studies have reported that the strength of trace-eyeblink con-
ditioning increases with the participant’s awareness of the
CS-UCS relationship (Manns et al., 2000, 2002) – a result
that is consistent with this ADDS prediction.

6.4 Automatic behaviors

After long periods of practice, almost any behavior can be
executed quickly, reliably, and with little or no conscious de-
liberation. At this point, we say that the behavior has become
automatic. A strong case can be made that most behaviors
performed by adults are automatic. When we sit in a chair,
pick up a cup of coffee, or identify an object as a square,
our actions are almost always automatic. The evidence is
good that automatic behaviors do not depend on executive
function or on the neural networks that mediate procedural
learning (Ashby & Crossley, 2012). For example, patients
with Parkinson’s disease have impaired executive function
and procedural learning (e.g., Knowlton et al., 1996; McKin-
lay et al., 2010), but they are often able to emit an automatic
motor response fluidly when presented with a familiar visual
cue (e.g., kicking a ball, riding a bicycle), despite difficulties
in initiating novel voluntary movements (e.g., Asmus et al.,
2008).

Ashby et al. (2007) proposed that skills learned procedu-
rally are mediated entirely within cortex after they become
automatized, and that the development of automaticity is as-
sociated with a gradual transfer of control from the striatum
to cortical-cortical projections from the relevant sensory ar-
eas directly to the premotor areas that initiate the behavior.
Kovacs et al. (2021) proposed a similar account of how rule-
guided behaviors are automatized in which the prefrontal
cortex trains the cortical circuits that implement the auto-
matic behaviors. Therefore, according to these accounts, a
critical function of the neural networks that mediate execu-
tive function and procedural learning are to train purely cor-
tical representations of automatic behaviors. Both of these
theories assume that automatic behaviors are acquired when
synapses are strengthened between direct cortical-cortical
projections from the relevant areas of sensory cortex onto
targets in premotor and motor cortex. So by these accounts,
prefrontal cortex and basal ganglia have little or no role in

12For example, a Google Scholar search of “eyeblink condition-
ing” returns 12,000 results.
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initiating automatic behaviors, and both theories predict that
automatic behaviors are almost entirely feedback indepen-
dent. Visual cortex receives almost no DA input. The VTA
does send a prominent projection to premotor cortex, how-
ever, so ADDS does predict that a strong sense of agency
should facilitate the development of automaticity. Even so, it
also predicts that a sense of agency should have little or no
effect on the production of behaviors that are already autom-
atized.

A classic hallmark of automatic behaviors is that they can
occur without conscious awareness (Shiffrin & Schneider,
1977). A key feature that is often included in definitions
of agency is intentionality (e.g., Bandura, 2006), which pre-
sumably requires conscious awareness. If so, then by defi-
nition, the production of automatic behaviors is unrelated to
sense of agency. For example, Wu (2013) argued that “auto-
maticity appears to eliminate agency” (p. 245). On the other
hand, to our knowledge, the prediction that agency should fa-
cilitate the development of automaticity has not been tested
directly. Even so, a famous claim is that true expertise in
any complex skill requires 10,000 hours of deliberate prac-
tice, in which deliberate practice is assumed to include “the
subjects’ motivation to attend to the task and exert effort to
improve their performance” (p.367, Ericsson et al., 1993). In
other words, Ericsson et al. (1993) assumed that deliberate
practice requires a high sense of agency, and therefore they
cite considerable evidence that agency facilitates the devel-
opment of expertise. On the other hand, expertise is not the
same as automaticity. Expertise implies a high level of skill,
but automatic behaviors are not necessarily skillful, and may
even be maladaptive (e.g., as in many addictions). Further-
more, not all expert behaviors are automatic. Therefore, the
data on deliberate practice and expertise provides promising
initial support for ADDS, but much more research is needed
to test the theory’s predictions rigorously.

7. Positive Mood

Twenty-five years ago, Ashby et al. (1999) proposed that
events that induce mild positive mood elevate cortical DA
levels for a period of 20 – 30 minutes, and that this DA in-
crease facilitates executive functions such as creative prob-
lem solving and working memory. Today this proposal is
widely accepted. For example, it plays a central role in
the popular broaden-and-build theory of positive emotions
(Fredrickson, 2001), which asserts that positive emotions
broaden thought-action repertoires, which builds resources.
The initial step of feeling a positive emotion causes a broad-
ened state that promotes learning, creativity, and engaging
with the environment. The building process exploits the
broadened state to develop new knowledge, skills, or rela-
tionships. The results increase the probability of more pos-
itive emotions, thus fueling a reoccurrence of the broaden-
and-build process (i.e., an upward spiral).

ADDS predicts that the effects of positive mood on ex-
ecutive function should be amplified by increases in agency.
Events that elevate mood frequently include an unexpected
reward and therefore generate a positive RPE. For example,
a mild elevation in mood might occur after receiving an un-
expected gift, being the target of a kind act by a stranger,
or unexpectedly running into an old friend. In fact, the ev-
idence is good that the same reward improves mood more
when it is unexpected than when expected (Mellers et al.,
1997; Rutledge et al., 2014; Shepperd & McNulty, 2002).
Furthermore, these effects are not limited to laboratory stud-
ies, but are also prominent in everyday life (Otto & Eich-
staedt, 2018). When rewards that elevate mood are unex-
pected, they generate a positive RPE, and as we have seen,
an enormous literature predicts that this causes the tonically
active DA neurons to fire phasic bursts (via the PPTN path-
way in Figure 1). As a result, DA levels will rise in all VTA
(and SNpc) targets. This includes the nucleus accumbens
(and more generally, the ventral striatum) and all of frontal
cortex.13

As mentioned earlier, in much of the basal ganglia, sudden
DA elevations are quickly cleared from synapses via DAT.
However, there are negligible concentrations of DAT in cor-
tex (e.g., Varrone & Halldin, 2014), and DA elevations may
take 20 – 30 minutes to return to baseline levels. For this
reason, Ashby et al. (1999) predicted that the improvements
in executive function caused by elevated mood should also
persist for 20 – 30 minutes.

ADDS predicts that increases in agency should amplify
these effects. In other words, the theory predicts that the
greater the agency experienced during the events that elevate
mood, the greater the improvements in executive function
caused by those mood elevations – at least, up until the DA
level associated with optimal performance is reached (Akbari
Chermahini & Hommel, 2012).

The neural network illustrated in Figure 1 is proposed to
mediate changes in DA levels as agency changes, but there is
overwhelming evidence that DA does not mediate the pleas-
ant feelings associated with positive mood. For example,
Berridge has argued that reward is associated with function-
ally separate motivational and feeling components (which he
calls “wanting” and “liking”; Berridge, 1996; Berridge et al.,

13ADDS also predicts that increases in agency should amplify the
amount by which DA levels drop below baseline following a failure
to receive an expected reward (i.e., when the RPE is negative). To
the extent that such a failure will lead to disappointment and nega-
tive mood, ADDS would therefore seem to predict that higher levels
of agency might increase this disappointment. Although this seems
plausible, deriving testable predictions from ADDS about negative
moods is well beyond the scope of this article because the evidence
is strong that positive and negative affect are not simple opposites,
but instead are mediated by separate neural networks (e.g., Ashby et
al., 1999; George et al., 1995). Therefore, deriving predictions from
ADDS about negative mood requires marrying ADDS to some sep-
arate theory that describes the neural networks that mediate negative
mood.
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2009). He proposes that DA mediates the motivational com-
ponent of reward and that the pleasant feelings that result
from unexpected rewards are mediated by endogenous opi-
oids. ADDS predicts that events that elevate mood will in-
crease cortical DA levels for a period of 20 – 30 minutes, and
that increasing levels of agency will amplify these effects.
But the theory does not predict that the pleasant feelings must
necessarily persist for this long. Once a phasic burst from
VTA DA neurons causes prefrontal DA levels to rise, there
is no mechanism to decrease these levels quickly. Specifi-
cally, the protein that quickly removes DA from synapses in
the basal ganglia (i.e., DAT) is almost absent in prefrontal
cortex (e.g., Varrone & Halldin, 2014). Instead, free DA in
prefrontal cortex is removed from synapses either by diffu-
sion or by slow degradation via the enzyme COMT. As a
result, ADDS predicts that the cognitive effects of positive
mood induction will persist for 20 – 30 minutes, even if the
pleasant feelings do not. For example, suppose some unex-
pected reward is obtained that elevates positive mood. This
should cause prefrontal DA levels to rise. Now suppose that
just a few minutes later, some new event – for example, the
failure to receive an expected reward – causes the positive
mood to be lost. Even though the mood has changed, the
DA elevations caused by the earlier events that induced the
positive mood should remain in prefrontal cortex for 20 –
30 minutes. Therefore, for example, ADDS predicts that
the broadening component of the broaden-and-build theory
could persist longer than the subjective experience of the pos-
itive mood that triggered the broadening process (Fredrick-
son, 2004; Fredrickson & Joiner, 2002).

The hedonic component of positive mood is thought to
be mediated by a widespread, but related network that in-
cludes medial prefrontal cortex, orbitofrontal cortex, anterior
cingulate, insula, the amgydala, and the nucleus accumbens
(e.g., Alexander et al., 2021). A glance back at Figure 1
reveals considerable overlap of these two networks. The crit-
ical region of convergence could be the nucleus accumbens
since this region of the ventral striatum is closely associated
with reward and pleasure. For example, rats regularly self-
stimulate when an electrode is placed in the accumbens (e.g.,
Wise, 1996) and human patients with deep brain stimulation
(DBS) electrodes implanted in the accumbens report mood
improvements with stimulation that increases with voltage
(Giordana et al., 2015; Haq et al., 2011).

DBS has similar behavioral benefits as lesion therapy. For
example, for many years it was common to treat the bradyki-
nesia that frequently occurs with Parkinson’s disease by pal-
lidotomy – a surgical procedure in which part of the globus
pallidus is removed. More recently however, pallidotomy is
being replaced by DBS of the subthalamic nucleus, which re-
sults in similar behavioral improvements but has the advan-
tage of not requiring any lesions. The subthalamic nucleus
excites the globus pallidus, so the fact that DBS of the sub-

thalamic nucleus causes similar reductions in bradykinesia
as pallidotomy suggests that DBS reduces subthalamic nu-
cleus excitation of the globus pallidus (and thereby reduces
the pallidal inhibition of motor thalamus). Although the ex-
act physiological effects of DBS are still being investigated,
it is becoming increasingly clear that DBS prevents the im-
planted brain region from responding in its usual way (e.g.,
Chiken & Nambu, 2016). So the fact that DBS of the nucleus
accumbens elevates mood suggests that mood improvements
should be associated with reduced accumbens activity. In
fact, a prominent proposal is that reward reduces accumbens
activity, whereas aversive stimuli have the opposite effect
(Carlezon Jr & Thomas, 2009).

A likely mediator of these effects is medial prefrontal cor-
tex, which sends a prominent excitatory projection to the nu-
cleus accumbens. In particular, mood improvements are as-
sociated with a reduction of this excitatory input. For ex-
ample, rats will self-stimulate to reduce prefrontal excitation
of the accumbens (by self-administering an NMDA antago-
nist into prefrontal cortex; Carlezon Jr & Wise, 1996). Simi-
larly, animals will self-stimulate with an electrode implanted
in this region (e.g., Tzschentke, 2000).

Figure 3 describes a popular model of these effects that
was proposed by Grace et al. (2007). The idea is that both
ventral subiculum and medial prefrontal cortex send excita-
tory projections to nucleus accumbens, but the postsynaptic
effects of the ventral subiculum inputs are mediated by the
response of DA D1 receptors, whereas the prefrontal input
is mediated by the response of DA D2 receptors. D1 re-
ceptor activation potentiates the glutamate response through
NMDA receptors, whereas D2 activation depresses the gluta-
mate response through non-NMDA receptors (e.g., Surmeier
et al., 2007). This model therefore predicts that activation
of nucleus accumbens D2 receptors attenuates excitatory in-
put from medial prefrontal cortex (Goto & Grace, 2005;
O’Donnell & Grace, 1994). In contrast, D1 receptor acti-
vation enhances the response of accumbens neurons to in-
puts from ventral subiculum, without affecting the response
to inputs from medial prefrontal cortex (Goto & Grace, 2005;
West & Grace, 2002).

Consider now the predictions for the relationship between
agency and mood that result from combining the networks
described in Figures 1 and 3. First, consider a scenario in
which an unexpected reward occurs when agency is high.
The Figure 1 model predicts that this event will increase the
number of tonically active VTA DA neurons and therefore
raise DA levels in all VTA target sites – including the nucleus
accumbens. The Figure 3 model then predicts that the result-
ing elevated DA levels in the accumbens will depress the in-
puts from medial prefrontal cortex, thereby elevating mood.
Next, suppose an unexpected reward occurs when agency is
low. The Figure 1 model predicts that the lack of agency will
reduce the number of tonically active DA neurons in VTA
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Figure 3

The Grace, Floresco, Goto, and Lodge (2007) model that is adapted
here to predict how agency affects mood. mPFC =medial prefrontal
cortex; vSub = ventral subiculum; NAcc = nucleus accumbens; D2
= dopamine D2 receptors; D1 = dopamine D1 receptors; VTA =
ventral tegmental area.

and therefore lower tonic DA levels in all VTA targets. A re-
duction of DA in the accumbens will potentiate the glumater-
gic input from medial prefrontal cortex and thereby reduce
the mood effects of the unexpected reward. Although mood
should be elevated in this scenario regardless of agency, the
model that results from combining the networks described in
Figures 1 and 3 predicts that the amount that mood is elevated
should increase with agency – specifically, agency will not
only increase the DA response to unexpected rewards (via
the Figure 1 network), but also increase the effects of that
reward on positive mood (via the Figure 3 network).

To our knowledge, this prediction has not been rigorously
tested. Even so, some preliminary results are encouraging.
First, Fritz et al. (2013) reported that listening to music dur-
ing exercise enhanced mood more when the music was gen-
erated by the exercise movements than when it was presented
passively. Second, Jallais and Gilet (2010) compared the effi-
cacy of two methods for inducing positive mood. In one, par-
ticipants were asked to recall a happy memory and to write
down as many details of this event as possible. In the other,
participants first passively listened to 4 minutes of happy mu-
sic (Delibes’s Coppélia and Bach’s Brandenburg Concerto
No. 2) and then they were asked to imagine as vividly as
possible a happy scenario described to them in text. Note
that the sense of agency should be considerably higher in the
former method than in the latter. In the autobiographical-
memory method, the positive mood was induced by recall-
ing a real event from the participants’ lives, and this memory
was also used to elicit behavior (i.e., describing the memory
in writing). In contrast, in the music-imagery method, no

behavior was ever elicited and the happy scenario described
in text might have never occurred at any time in the partic-
ipants’ lives. As a result, ADDS predicts that, all else be-
ing equal, the former method should be more efficacious at
improving mood than the latter. In support of this predic-
tion, the autobiographical-memory method improved self-
reported ratings of happiness more than the music-imagery
method.

8. Pain

Events that elevate mood cause DA release, but so do aver-
sive and stressful events. For example, many studies have
reported that nociceptive stimuli, such as a shock or pinch
of a rat’s tail, cause an increase in DA release in a variety
of brain regions, including, for example, the nucleus accum-
bens and medial prefrontal cortex (e.g., Abercrombie et al.,
1989; Bassareo et al., 2002; Budygin et al., 2012). In fact,
the evidence is now good that there are separate populations
of DA neurons in the ventral tegmental area – one type that
responds to unexpected rewards and one type that responds to
unexpected nociceptive stimuli (e.g., Brischoux et al., 2009;
Bromberg-Martin et al., 2010; de Jong et al., 2019). Fur-
thermore, these populations have distinct targets in the basal
ganglia and cortex. For example, DA neurons that respond to
nociceptive stimuli project to the shell of the nucleus accum-
bens, but not the core, whereas DA neurons that respond to
rewards project to the core, but not the shell (Badrinarayan
et al., 2012; de Jong et al., 2019).

For our purposes, the most relevant of these anatomical
differences is that the DA neurons tuned to nociceptive events
project heavily to medial prefrontal cortex (Abercrombie et
al., 1989; Bassareo et al., 2002) – a brain region that has been
characterized as a “central hub” for pain processing (Kum-
mer et al., 2020). Although a widespread collection of brain
regions are activated during pain perception (e.g., Apkarian
et al., 2005), the medial prefrontal cortex is especially crit-
ical for our affective and cognitive responses to acute pain
(Bushnell et al., 2013; Kummer et al., 2020).

DA plays a key role in pain perception. In particular, DA
acts as an analgesic, in the sense that, for the same nocicep-
tive stimulus, the higher the brain DA levels, the less intense
the pain (Huang et al., 2020; Potvin et al., 2009; Tiemann et
al., 2014; Wood, 2006; Wood et al., 2007). Therefore, note
that ADDS makes a strong prediction about the effects of
agency on pain – the higher the sense of agency when the no-
ciceptive stimulation occurs, the lower the level of pain that
should be experienced. High levels of agency mean many
tonically active DA neurons, which means there are more DA
neurons available to respond to the nociceptive stimulation,
which means more DA in cortical regions that mediate pain
(e.g., such as the medial prefrontal cortex), which means less
pain. In other words, ADDS predicts that a self-inflicted no-
ciceptive stimulus should be less painful than the same stim-
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ulus delivered by someone or something else.
In support of ADDS, a number of studies have reported

that self-administering a nociceptive stimulus elicits lower
levels of judged pain than when the same stimulus is exter-
nally administered (Karsh et al., 2018; M. J. Müller, 2012;
Wang et al., 2011). Despite these positive results, a few stud-
ies have reported no difference in judged pain intensity of
self-administered versus externally-administered nociceptive
stimulation (Karsh et al., 2018; Mohr et al., 2005). Even so,
it is important to view these null results through the lens of
some recently discovered complicating factors.

Most critically, recent research suggests that it is es-
sential to distinguish between the sensation of pain and
the emotional response to that sensation. Pain has both a
sensory-discriminative component, which is similar to other
senses, and an affective-motivational component (Auvray et
al., 2010; Treede et al., 1999). Many studies fail to distin-
guish between the two, but some evidence suggests that the
primary effect of DA is on the affective-motivational compo-
nent of pain. For example, Tiemann et al. (2014) reported
that temporary DA depletion caused human participants to
rate nocioceptive stimuli as more unpleasant, but not as more
intense, than when DA was at control levels.14 Therefore,
studies that do not unambiguously focus on unpleasantness
could miss a significant effect of agency on pain. For ex-
ample, among the studies that reported that manipulations
of agency did not affect pain, Mohr et al. (2005) asked par-
ticipants to rate pain intensity, rather than any affective re-
sponse to the nociceptive stimulation. Furthermore, this was
an fMRI study and the authors found many brain regions that
responded differently in the high- versus low-agency condi-
tions, which suggests that agency did affect pain process-
ing. As another example, although Karsh et al. (2018) re-
ported lower pain levels when agency was high in three dif-
ferent experiments, this effect was significant in only two of
their experiments. In all three experiments, participants were
asked “To what degree did you feel that the stimulation was
painful?”, which could be interpreted by some participants
as a question about sensory magnitude, rather than a ques-
tion about the participant’s hedonic response to the stimulus.
In summary, although more research is needed, the available
evidence is generally supportive of the ADDS prediction that
increasing levels of agency reduce pain.

9. Discussion

Agency is the sense that one has control over one’s own
actions and the consequences of those actions. Despite the
critical role that agency plays in the human condition, its
neural basis is only beginning to emerge. Several previ-
ous studies have identified brain regions that become more
active when agency is increased (e.g., Crivelli & Balconi,
2017; Haggard, 2017; Sperduti et al., 2011), and several oth-
ers have linked agency to brain DA levels (e.g., Aarts et al.,

2012; Hassall et al., 2019; Render & Jansen, 2019). This
article extends this empirical work by proposing a neuropsy-
chological theory of agency that makes many novel neural
and behavioral predictions.

One reason for the sparse literature on the neural basis of
agency is that there are virtually no nonhuman animal stud-
ies with the stated goal of studying agency. This has severely
limited progress because much of what we know about the
human brain comes from studies with nonhumans. Our ap-
proach to overcoming this limitation was to appeal to the
large neuroscience literature on feedback contingency. When
feedback is noncontingent on behavior, then there is no be-
havior that can increase or decrease the reward rate, and as a
result, agency should be low. When rewards are contingent
on behavior, then the agent controls the reward rate via their
behavior, and therefore agency should be high. As a result,
we believe that studying the neural networks that are sensi-
tive to feedback contingency can shed invaluable light on the
neural basis of agency.

A review of the large neuroscience literature on feedback
contingency motivated the ADDS theory proposed here, and
specifically, the neural network described in Figure 1. This
model proposes that a cortical network, which includes re-
gions of the anterior cingulate and prefrontal cortex, com-
putes contingency in real time and that the output of this
network is in the hippocampal vSub. Increases in agency,
and hence the output of this network, excite the nucleus ac-
cumbens, which leads to the disinhibition of DA neurons in
the VTA. This disinhibition increases the number of tonically
active DA neurons, causing tonic levels of DA in all VTA
targets to rise and effectively increasing the gain on the DA
response to any given RPE.

ADDS accurately predicts a variety of relevant neuro-
science results, including the differential effects on the num-
ber of tonically active DA neurons in the VTA that result
from stimulating the ventral subiculum, the pedunculopon-
tine tegmental nucleus, or both. These results support the
validity of the specific neural network illustrated in Figure
1, which was used to derive all of the behavioral predictions
described in this article.

ADDS also makes many novel and testable behavioral
predictions, including that increases in agency will 1) in-
crease motivation, 2) improve executive function, 3) facil-
itate procedural learning, but only in the presence of im-
mediate trial-by-trial feedback, 4) have little or no effect
on learning-related effects due to perceptual priming or on
the acquisition or expression of standard-eyeblink condition-
ing, 5) facilitate the development of automatic behaviors, but
have little or no effect on the production of behaviors that
are already automatized, 6) amplify the cognitive benefits
of positive mood, and 7) reduce pain. In almost all cases,

14DA was depleted in this study by selectively restricting dietary
intake of precursor amino acids that are needed for DA synthesis.
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there is preliminary support for these predictions. Even so,
the support did not generally come from studies specifically
designed to test these predictions. As a result, much more
research is needed to test ADDS.

Despite these strong predictions, it is important to note
that individual differences should be expected in the mag-
nitude of these effects, and for some predictions these differ-
ences could be significant. In particular, there is considerable
evidence that certain major personality traits, such as extro-
version, are associated with specific individual differences in
the functioning of brain DA systems (e.g., Pickering, 2004;
Smillie et al., 2010). For example, there is evidence that ex-
troverts exhibit a larger DA response than introverts to the
same RPE (Cooper et al., 2014; Pickering & Pesola, 2014;
Smillie et al., 2011, 2019). As a result, the magnitude of the
predicted behavioral effects of changes in agency could be
different in extroverts and introverts.

9.1 Implications for psychological theories of agency

Although no other theories describe the neural networks
that mediate agency and its effects on behavior, a number
of purely psychological and highly influential theories as-
sign prominent roles to agency. Included in this list are: 1)
self-efficacy theory (Bandura, 1977), 2) hope theory (Snyder,
1989), and 3) goal-focused positive psychotherapy (GFPP;
Conoley & Scheel, 2017).15 All of these theories were de-
veloped as accounts of real-world behaviors – including so-
cial behaviors – that are far more complex than the simple,
mostly laboratory, studies we have considered so far. Com-
plex, real-world human behaviors almost certainly recruit
more elaborate neural, cognitive, and affective processes than
the simpler studies that were used to derive ADDS. For ex-
ample, Bandura’s self-efficacy theory considers agency to in-
clude intentionality, forethought, self-reactiveness, and self-
reflectiveness (Bandura, 2006), which is a far more elaborate
view of agency than we have so far considered.

ADDS is not inconsistent with any of these psychological
theories, and therefore should not be viewed as an alternative.
ADDS overlaps with these theories, in the sense that there
are many scenarios in which ADDS makes the same predic-
tions as the existing psychological theories – for example,
that agency increases motivation. Whereas the psycholog-
ical theories provide a much more elaborate description of
the cognitive and affective consequences that result from in-
creasing or decreasing agency, ADDS provides a much more
detailed picture of the neural consequences. As a result, we
believe that rather than replacing any existing psychological
theory, ADDS should be considered as a supplement to those
theories. Marrying ADDS to a purely psychological theory
has a number of potential benefits. First, it can sharpen pre-
dictions of the psychological theory – for example, by allow-
ing it to make subtly different predictions for different kinds
of behaviors. Second, by appealing to underlying neural

mechanisms, it can strengthen predictions of the psycholog-
ical theory by providing more rigorous justification. Third,
it might allow the psychological theory to make novel pre-
dictions. And fourth, it can link two large and historically
disparate literatures – namely, the psychological literature on
agency and the neuroscience literature on dopamine, reward,
and feedback contingency.

The remainder of this section considers in more detail
the implications of marrying ADDS to self-efficacy theory,
hope theory, goal-focused positive psychotherapy, and the
broaden-and-build theory of positive emotions.

Self-efficacy theory

Bandura (1977) proposed that a fundamental attribute of
psychological health is self-efficacy, which he defined as “be-
liefs in one’s capabilities to organize and execute the courses
of action required to produce given levels of attainments” (p.
16, Bandura, 2000). According to this account, self-efficacy
is closely related to agency, which Bandura (2006) defined as
the ability “to influence intentionally one’s functioning and
life circumstances” (p. 164). So according to self-efficacy
theory, self-efficacy is a belief, whereas agency is an ability.
Furthermore, Bandura (1977) is clear that self-efficacy is task
specific and is not a generalized construct or trait. Therefore,
virtually all of the conditions considered earlier in this article
that were hypothesized to increase agency would also likely
increase self-efficacy as defined by Bandura (1977). For ex-
ample, a meta-analysis examining a variety of predictors of
self-efficacy reported that the most efficacious was the direct
experience of accomplishing a goal (Byars-Winston et al.,
2017).

Self-efficacy theory is highly influential. According to
Google Scholar, the 1977 article proposing the theory has
been cited more than 108,000 times. Self-efficacy is a cor-
nerstone of Bandura’s more general social cognitive theory
(Bandura, 1986), and research on self-efficacy has spread to
a wide variety of topics, including choice of career (Choi et
al., 2012; Rottinghaus et al., 2003), educational success (Pa-
jares, 1996; Robbins et al., 2004), health-related behaviors
(Sheeran et al., 2016), job burn-out (Shoji et al., 2016), and
addiction issues (Gwaltney et al., 2009).

Bandura (2012) identified four ways to boost self-efficacy:
1) by increasing mastery (i.e., performance accomplish-

15Agency plays a key role in many other psychological theo-
ries, but often more indirectly. For example, according to self-
determination theory (Deci & Ryan, 2000, 2002), competence is
one of three basic psychological needs that develops as one ac-
quires mastery of a task or skill. Agency surely affects compe-
tence, but competence also likely depends on other factors. Space
limitations prevent us from discussing the many theories, including
self-determination theory, in which agency plays a key, but indirect
role. Even so, it is important to realize that many of the implications
highlighted in this section that ADDS has for these three psycholog-
ical theories are also relevant for the many other theories in which
agency plays a more indirect role.
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ments), 2) by making choices, 3) via social modeling (e.g.,
vicarious experience), and 4) via social (e.g., verbal) persua-
sion. Of these, ADDS is most relevant to the former two –
that is, mastery and choice. For example, all of the predic-
tions we derived about the effects of agency on learning and
executive function could be interpreted as predictions about
mastery and choice.

Hope theory

Hope theory assumes that hope is created when 1) a de-
sired goal is identified, 2) agency is high, and 3) one or more
pathways to achieving the desired goal are envisioned (Sny-
der, 1989). The repeated successful attainment of a goal
leads to agentic beliefs such as “I made this happen,” ac-
companied by happiness that creates a more welcoming atti-
tude toward goals (Snyder, 2002). A large literature demon-
strates that hope predicts mental well-being (Bailey et al.,
2007; Carver & Scheier, 2002; Magaletta & Oliver, 1999;
Snyder, 2002). Snyder’s measure of agency in hope mod-
erately correlates with measures of self-efficacy, optimism,
and the ability to identify pathways (Bryant & Cvengros,
2004; Magaletta & Oliver, 1999). Furthermore, Gallagher
and Lopez (2009) found that hope significantly correlated
with the concepts of subjective well-being (Diener, 1994),
psychological well-being (Ryff, 1989), and social well-being
(Keyes, 1998), as well as each of the concepts’ factors.

Hope, and by extension agency, also has been celebrated
as the central purpose of psychotherapy (Frank & Frank,
1993) and a universal goal in all psychotherapies (Yalom
& Leszcz, 2020). Hope therapy teaches the skills of de-
veloping agency and pathway thinking (Cheavens & Guter,
2018; Lopez et al., 2000). Agency is increased primarily via
self-talk, as used for example, in cognitive-behavioral ther-
apies. Hope therapists encourage clients to increase agency
via statements such as “I believe I can do this” and “I know
the best way to accomplish this goal,” (p. 135, Cheavens &
Guter, 2018).

A key contribution of hope theory is to emphasize the
importance of finding pathways to achieve the desired goal
(Snyder, 1989, 2002; Snyder et al., 1991). Hope is created
when agency is high and one or more pathways are identi-
fied. Identifying a pathway to a goal requires creative prob-
lem solving – a generalized skill that depends on executive
processes such as exploration and cognitive flexibility. Ex-
ploration is needed to generate novel candidate pathways
and cognitive flexibility is required to switch to a different
pathway if the current pathway proves unsuccessful. These
are executive functions that ADDS predicts are enhanced by
agency and by positive mood. Therefore, ADDS predicts that
the core tenets of hope theory – namely, agency and finding
a pathway to a desired goal – are interdependent. Specifi-
cally, ADDS predicts that increases in agency and/or positive
mood should facilitate the search for pathways and therefore

increase hope.

Goal-focused positive psychotherapy, and the broaden-and-
build theory of positive emotion

Goal-focused positive psychotherapy (GFPP; Conoley &
Scheel, 2017) is a theory of psychotherapy rooted in the
broaden-and-build theory of positive emotions (Fredrickson,
2001). GFPP highlights the beneficial role of positive emo-
tions in psychotherapy and their contributions to psychother-
apy outcome. Using a strengths-oriented approach to elicit
positive emotions, GFPP therapists seek to increase a client’s
sense of hope and subjective well-being in order to address
problematic issues from a position of increased confidence
or agency.

GFPP therapists increase client agency by affirming a
client’s strengths and underscoring the association between
the client’s actions and the production of positive outcomes
(e.g., a client takes a healthy risk and experiences positive
emotion and an increased sense of agency as a result). This
approach is consistent with reports that inducing positive af-
fect increases the belief that positive events are more likely to
occur (Isen et al., 1988; Johnson & Tversky, 1983). One way
that a GFPP therapist might increase client agency is through
capitalization – that is, by celebrating client strengths (e.g.,
a healthy desire, behavior, or thought; Gable et al., 2018).
The celebration increases agency by attributing ownership of
the strength to the client and by the explicit labeling of the
strength as important by an expert (i.e., the therapist).

ADDS predicts that unexpectedly praising a client and af-
firming their strengths will increase tonic DA levels in pre-
frontal cortex for a period of about 20 minutes, and that this
effect will be more pronounced with higher levels of agency.
Furthermore, ADDS predicts that this increased cortical DA
will improve all forms of executive function. As a result,
ADDS predicts that nearly optimal benefits should result if
the therapist improves mood and increases agency about ev-
ery 15 minutes or so. Specifically, a therapist can expect that
such an intervention should provide the client with around
20-30 minutes of greater cognitive flexibility, which the ther-
apist can then use to promote psychotherapeutic change.

9.2 Conclusions

Sense of agency is fundamental to the human experience.
It increases motivation, improves many forms of learning,
and is vital to well-being. Not surprisingly, increased agency
is a universal goal of psychotherapy. One significant barrier
to achieving this goal has been a poor understanding of the
neural basis of agency and of the neural changes that occur
when agency is increased or decreased. We hope that ADDS
can reduce this barrier by sharpening the predictions of psy-
chological theories of agency, and by making novel predic-
tions that can be used to motivate new research. In fact, the
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greatest contribution of ADDS might be the many new av-
enues for research that it suggests.
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